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Abstract 

 
Determining rental prices for commercial properties (shophouses/ruko) in South Tangerang is inefficient due to 

subjective valuation methods and market heterogeneity. This study aims to develop an objective rental price prediction 

model by comparing three Machine Learning algorithms: Random Forest (RF), Extreme Gradient Boosting (XGBoost), 

and Support Vector Regression (SVR). The dataset consists of 275 listings collected via web scraping from the Lamudi 

platform in December 2025. The features used include building area and location (district). The evaluation results using 

the testing dataset show that Random Forest is the best model with an R-Squared (𝑅2) score of 0.6801 and a Mean 

Absolute Percentage Error (MAPE) of 27.40%. In contrast, XGBoost and SVR performed poorly with negative 𝑅2  

values, indicating an inability to effectively capture data patterns in small datasets. Feature importance analysis reveals 

that building area is the most dominant factor influencing rental prices, followed by location. This study proves that 

Random Forest is a robust method for property valuation in the context of public asset management. 

 

Keywords: Commercial Property, Machine Learning, Random Forest, Rental Price, South Tangerang. 

 

Abstrak 

 

Penentuan harga sewa properti komersial (ruko) di Kota Tangerang Selatan seringkali menghadapi kendala inefisiensi 

akibat metode penilaian yang subjektif dan heterogenitas pasar. Penelitian ini bertujuan untuk mengembangkan model 

prediksi harga sewa yang objektif dengan membandingkan tiga algoritma Machine Learning: Random Forest (RF), 

Extreme Gradient Boosting (XGBoost), dan Support Vector Regression (SVR). Dataset terdiri dari 275 data listing yang 

dikumpulkan melalui teknik web scraping dari platform Lamudi pada Desember 2025. Fitur yang digunakan meliputi 

luas bangunan dan lokasi (kecamatan). Hasil evaluasi menggunakan data testing menunjukkan bahwa Random Forest 

adalah model terbaik dengan skor R-Squared (𝑅2) sebesar 0,6801 dan Mean Absolute Percentage Error (MAPE) sebesar 

27,40%. Sebaliknya, XGBoost dan SVR menunjukkan performa buruk dengan nilai 𝑅2  negatif, mengindikasikan 

ketidakmampuan menangkap pola data secara efektif pada dataset berskala kecil. Analisis fitur penting (feature 

importance) mengungkapkan bahwa luas bangunan menjadi faktor paling dominan yang memengaruhi harga sewa 

dibandingkan lokasi. Penelitian ini membuktikan bahwa Random Forest merupakan metode yang robust untuk valuasi 

properti dalam konteks manajemen aset publik. 

 

Kata Kunci: Harga Sewa, Machine Learning, Properti Komersial, Random Forest, Tangerang Selatan. 
 

 

 

1. PENDAHULUAN  

Kota Tangerang Selatan telah bertransformasi menjadi pusat pertumbuhan ekonomi strategis, terutama 

setelah penetapan BSD City sebagai Kawasan Ekonomi Khusus (KEK). Data pasar terbaru kuartal IV 2024 

menunjukkan lonjakan harga properti yang signifikan di kawasan ini, didorong oleh pembangunan 

infrastruktur masif seperti Tol Kataraja [1]. Sejalan dengan itu, Badan Pusat Statistik Kota Tangerang Selatan 

https://creativecommons.org/licenses/by-sa/4.0/
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mencatat adanya pertumbuhan ekonomi yang signifikan pada sektor Real Estate dan Perdagangan [2], 

menjadikan Ruko sebagai aset vital dalam ekosistem bisnis lokal. 

Namun, tingginya volatilitas harga ini memunculkan masalah inefisiensi pasar, di mana pemilik ruko 

seringkali menentukan harga sewa secara spekulatif tanpa acuan data yang jelas. Metode penilaian 

konvensional (manual) yang saat ini umum digunakan dinilai tidak lagi memadai untuk merespons dinamika 

pasar yang cepat tersebut. Penelitian terbaru dari Lee (2024) menegaskan bahwa penilaian berbasis manusia 

memiliki kelemahan fatal berupa "Surveyor Bias" atau subjektivitas penilai yang mendistorsi harga pasar 

sebenarnya, yang pada akhirnya menyebabkan risiko aset mangkrak (vacancy rate) yang tinggi [3]. 

Ketidakakuratan prediksi harga ini memiliki dampak ganda; overpricing merugikan investor karena aset tidak 

segera terserap pasar, sementara underpricing menghilangkan potensi pendapatan yang seharusnya dapat 

dimaksimalkan, sebagaimana ditunjukkan dalam studi kasus negosiasi aset [4] dan fenomena penentuan 

harga sewa kos yang intuitif [5]. 

Kondisi ini menegaskan perlunya pengembangan model prediksi berbasis data yang mampu 

mengurangi subjektivitas dan risiko kesalahan penilaian, sehingga menjadi kebutuhan mendesak untuk 

menciptakan transparansi harga dan meningkatkan efisiensi pasar. Dalam dekade terakhir, penerapan 

teknologi Machine Learning (ML) dalam Property Technology (PropTech) telah menjadi solusi untuk 

mengatasi keterbatasan metode penilaian tradisional. Calainho et al. (2024) menunjukkan bahwa pendekatan 

ML memiliki akurasi prediksi yang lebih tinggi dibandingkan metode Ordinary Least Squares (OLS) karena 

kemampuannya mempelajari pola data yang kompleks dan non-linear [6]. Hal ini diperkuat oleh Afrisca et al. 

(2025) yang berhasil mengembangkan Automated Valuation Model (AVM) untuk aset negara menggunakan 

algoritma Random Forest [7].  

Berbagai penelitian terdahulu telah mengeksplorasi penggunaan algoritma ML untuk prediksi harga 

properti. Mulyahati (2020) menerapkan algoritma Random Forest untuk memprediksi harga sewa apartemen 

di DKI Jakarta dengan akurasi 92,12% [8]. Di sisi lain, Munawar dan Arisal (2025) menemukan bahwa 

XGBoost memberikan performa terbaik di Jakarta, sementara Support Vector Regression (SVR) unggul di 

Surabaya [9]. Namun, karakteristik pembentukan harga di wilayah penyangga memiliki variabel unik seperti 

aksesibilitas dan infrastruktur lokal [10]. Selain itu, aspek fitur properti seperti luas bangunan dan fasilitas 

juga memiliki pengaruh signifikan yang berbeda-beda di setiap wilayah [11]. 

Meskipun penelitian mengenai prediksi harga properti sudah cukup banyak, studi yang secara spesifik 

membandingkan kinerja algoritma ML untuk properti komersial (ruko) di wilayah suburban seperti 

Tangerang Selatan dengan karakteristik data terbatas masih minim. Penelitian ini bertujuan mengisi celah 

tersebut dengan melakukan analisis komparasi terhadap tiga algoritma: Random Forest, XGBoost, dan SVR. 

Kontribusi utama penelitian ini adalah menemukan model paling robust untuk karakteristik pasar properti 

Tangerang Selatan. 

 

2. TINJAUAN LITERATUR 

Penerapan Machine Learning dalam penilaian real estate telah berkembang pesat sebagai alternatif 

metode hedonik tradisional. Berbagai penelitian telah melakukan studi komparasi untuk menemukan 

algoritma terbaik dalam memprediksi harga properti. Rawool et al. [12] dan Gupta et al. [13] dalam 

penelitiannya menemukan bahwa algoritma RF secara konsisten memberikan akurasi tertinggi dibandingkan 

algoritma pohon keputusan tunggal (Decision Tree) maupun regresi linear dalam memprediksi harga jual 

rumah, karena kemampuannya menangani non-linearitas data. Temuan ini didukung oleh He [14] yang 

menganalisis harga properti di Amerika Serikat, di mana Random Forest terbukti menjadi model optimal 

dengan Mean Squared Error (MSE) terendah dibandingkan Lasso dan regresi linear. 

Di sisi lain, algoritma berbasis boosting seperti XGBoost sering kali dilaporkan mengungguli Random 

Forest dalam dataset berskala besar. Li [15] membandingkan empat model (Linear, RF, ANN, XGBoost) 

pada dataset King County dan menemukan bahwa XGBoost mencapai akurasi tertinggi (88,8%), sedikit 

lebih unggul dibanding Random Forest (87,8%). Hal serupa ditemukan oleh Mahalakshmi et al. [16] dan Kee 

& Ho [17], di mana XGBoost menunjukkan kinerja superior dengan nilai R² mencapai 0,908 dibandingkan 

RF (0,876) dalam konteks pasar perumahan Hong Kong yang kompleks. Keunggulan XGBoost terletak pada 

kemampuannya menangani bias-variance trade-off secara lebih efektif pada dataset yang besar dan memiliki 

banyak fitur.  

Selain metode berbasis pohon (tree-based), SVR juga banyak diteliti. Maulana et al. [18] dalam studi 

optimalisasinya menemukan bahwa meskipun CatBoost menjadi model terbaik, SVR dengan kernel 

polinomial mampu mendekati performa algoritma boosting jika dilakukan penyetelan parameter yang tepat. 

Hernes et al. [19] juga menyoroti potensi ML dalam memprediksi pasar primer properti yang memiliki 

dinamika berbeda dengan pasar sekunder. 

Meskipun berbagai studi komparatif telah mengeksplorasi kinerja Random Forest, XGBoost, dan 

SVR dalam prediksi harga properti, sebagian besar berfokus pada dataset besar di wilayah urban seperti 

Jakarta, Yogyakarta, dan pasar internasional dengan ribuan sampel. Berbeda dengan tren tersebut di mana 

XGBoost cenderung mendominasi pada data berskala besar, penelitian ini secara unik menguji efektivitas 
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algoritma bagging (Random Forest) dibandingkan boosting (XGBoost) dan SVR pada dataset terbatas (275 

data listing) properti komersial ruko di wilayah suburban Tangerang Selatan. Penelitian ini mengisi gap 

krusial  dengan membuktikan algoritma mana yang paling robust untuk menangani risiko overfitting, 

heterogenitas data kecil, dan karakteristik pasar penyangga yang belum banyak diteliti, sehingga memberikan 

kontribusi praktis bagi manajemen aset publik di Indonesia. 

 

3. METODOLOGI PENELITIAN  

Penelitian ini menggunakan pendekatan kuantitatif eksperimental. Alur penelitian dirancang secara 

sistematis mulai dari pengumpulan data hingga evaluasi model, sebagaimana digambarkan pada Gambar 1. 

 

 

Gambar 1. Alur Metodologi Penelitian 

 

3.1 The Length of the Paper  

Data yang digunakan merupakan data primer yang diperoleh melalui teknik web scraping dari situs 

properti Lamudi.co.id pada bulan Desember 2025 dengan fokus wilayah Kota Tangerang Selatan. Total data 

mentah yang dikumpulkan sebanyak 275 data listing. Variabel yang diambil meliputi: Harga Sewa (Target), 

Luas Bangunan (Fitur), dan Lokasi Kecamatan (Fitur). Tabel 1 adalah sampel data mentah dari penelitian. 

 

Tabel 1. Sampel Data Mentah (Raw Data Listing) 

No Lokasi (Raw) Harga (Raw) Luas Bangunan (Raw) 

1 Serpong, Tangerang Selatan Rp200.000.000 145 𝑚2 

2 
Bumi Serpong Damai, 

Tanggerang Selatan 
Rp120.000.000 120 𝑚2 
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No Lokasi (Raw) Harga (Raw) Luas Bangunan (Raw) 

3 
Bumi Serpong Damai, 

Tanggerang Selatan 
Rp150.000.000 190 𝑚2 

4 Serpong, Tangerang Selatan Rp85.000.000 107 𝑚2 

5 Serpong, Tangerang Selatan Rp15.000.000 7 𝑚2     

 

3.2 Pra-Pemrosesan Data (Preprocessing) 

Data mentah melalui tahapan pembersihan (cleaning) menggunakan bahasa pemrograman Python di 

lingkungan Google Colab: 

1. Pembersihan Teks: Menghapus karakter non-numerik seperti "Rp", "Juta", "𝑚2", dan "/tahun" agar 

dapat dikonversi menjadi tipe data integer/float. 

2. Penanganan Outlier: Menghapus data dengan harga sewa atau luas bangunan yang bernilai 0 atau 

tidak masuk akal. 

3. Feature Encoding: Mengubah data kategorikal "Kecamatan" (seperti Serpong, Ciputat, Pamulang) 

menjadi format numerik menggunakan teknik Label Encoding agar dapat diproses oleh algoritma. 

4. Pembagian Data: Dataset dibagi menjadi data latih (training set) sebesar 70% dan data uji (testing set) 

sebesar 30% menggunakan fungsi train_test_split dari pustaka Scikit-learn.  

Setelah melalui tahap pembersihan data didapatlah data bersih seperti sampel pada Tabel 2. 

 

Tabel 2. Sampel Data Bersih 

No Kecamatan (Label) Harga Bersih (Float) Laba Bersih (Float) 

1 Serpong  Rp200.000.000 145.02 

2 Serpong  Rp120.000.000 120.0 

3 Serpong  Rp155.000.000 190.0 

4 Serpong  Rp85.000.000 107.0 

5 Serpong  Rp15.000.000 7.0         

 

3.3 Algoritma Pemodelan 

Pemilihan algoritma didasarkan pada karakteristik data dan tinjauan literatur. 

 

3.3.1 Random Forest  

RF adalah metode ensemble berbasis bagging yang diperkenalkan oleh Breiman [20], dimana banyak 

pohon keputusan dibangun secara independen dan hasil prediksinya digabungkan untuk menghasilkan 

prediksi akhir. Algoritma ini dipilih karena stabilitasnya terhadap noise, kemampuan menangani hubungan 

non-linear, serta keunggulannya dalam mengurangi varians dan overfitting, menjadikannya dominan dalam 

studi penilaian massal sebagaimana dipetakan oleh Zilli et al. [21]. Prediksi regresi RF untuk input x adalah 

rata-rata dari K pohon, sebagaimana dijelaskan oleh Ho et al. [22]: 

 
̂ {𝑦} = \𝑓𝑟𝑎𝑐{1}{𝐾} ∑

{𝑘=1}
{𝑘}(𝑥)
{𝐾}ℎ               (1) 

 

Dimana y^ adalah prediksi harga, dan hk(x) adalah output pohon ke-k 

 

3.3.2 Extreme Gradient Boosting (Xgboost) 

XGBoost, yang dikembangkan oleh Chen dan Guestrin [23], dipilih untuk mewakili metode Boosting. 

Algoritma ini membangun pohon secara sekuensial untuk memperbaiki kesalahan dari pohon sebelumnya. 

Keunggulan utamanya adalah kemampuan meminimalkan spatial autocorrelation dalam penilaian massal 

[24]. Fungsi objektifnya adalah: 

 

𝑂𝑏𝑗(𝜃) =  𝐿(𝜃) +  Ω(𝜃)          (2) 

 

3.3.3 Support Vector Regression (SVR) 

SVR adalah adaptasi dari SVM untuk regresi yang diperkenalkan oleh Drucker et al. [25]. Algoritma 

ini dipilih karena terbukti efektif untuk dataset berukuran kecil hingga menengah [26]. Karena 

kemampuannya menangani pola data yang kompleks dan non-linear dengan margin toleransi yang 

ditentukan.  Algoritma ini sering digunakan dalam penilaian properti dengan jumlah data terbatas. Persamaan 

optimasi SVR bertujuan meminimalkan error dengan batasan margin toleransi ϵ: 

 

\𝑚𝑖𝑛 \𝑓𝑟𝑎𝑐{1}{2}||𝑤||
{2}

+  𝐶 ∑
{𝑛}(𝜉{𝑖}+ 𝜉{𝑖}

{∗}
)

{𝑖=1}          (3) 
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3.4 Evaluasi Model 

Evaluasi dilakukan menggunakan tiga metrik: Root Mean Squared Error (RMSE) untuk mengukur 

rata-rata kesalahan prediksi kuadrat, semakin kecil nilainya semakin baik hasil dari akurasi modelnya. Mean 

Absolute Percentage Error (MAPE) untuk menampilkan persentase kesalahan prediksi rata-rata, bisa 

digunakan untuk membandingkan performa model pada skala yang berbeda. Dan R-Squared (𝑅2) untuk 

menunjukkan seberapa besar variasi data yang dapat dijelaskan oleh model, semakin mendekati 1 maka 

semakin baik hasilnya 

 

4. HASIH DAN PEMBAHASAN 

4.1. Pelaksanaan Eksperimen dan Konfigurasi Model 

Tahap Hyperparameter Tuning dilakukan menggunakan Grid Search Cross-Validation. Konfigurasi 

terbaik yang diperoleh adalah: RF (n_estimators=100, max_depth=None), XGBoost (learning_rate=0.1, 

max_depth=5), dan SVR (Kernel RBF, 𝐶 = 1.0) 

 

4.2.  Analisis dan Deskriptif  

Analisis terhadap data menunjukkan distribusi harga yang right-skewed, dengan mayoritas ruko di 

kisaran Rp 50-150 juta, namun terdapat outlier properti premium di atas Rp 300 juta (lihat Gambar 2). 
 

 

Gambar 2. Distribusi Harga Sewa Ruko di Tangerang Selatan 

 

4.3. Perbandingan Performa Model 

Hasil evaluasi pada data uji (testing set) disajikan dalam Tabel 3. 

 

Tabel 3. Perbandingan Akurasi Model Prediksi 

Algoritma RMSE (Rp) MAPE (%) 𝑅2 Score 

Random Forest 73.374.292 27,40% 0,6801 

XGBoost 137.545.200 52,27% -0,1241 

SVR 155.829.140 67,05% -0,4428       

 

Berdasarkan Tabel 1, Random Forest terbukti menjadi model paling superior dengan nilai 𝑅2 sebesar 

0,6801. Hasil ini konsisten dengan temuan Hadi dan Benedict [27] yang menyatakan bahwa Random Forest 

memiliki stabilitas tinggi dalam penilaian aset properti karena mekanisme bagging yang mampu mengurangi 

varians tanpa meningkatkan bias secara signifikan, terutama pada dataset dengan noise yang tinggi. 

Sebaliknya, XGBoost dan SVR menunjukkan performa yang buruk. Kegagalan ini mengindikasikan 

bahwa metode boosting dan kernel SVR membutuhkan jumlah data yang lebih besar untuk generalisasi pola 

yang efektif dibandingkan metode bagging pada kasus ini. 

 

4.4. Analisis Fitur Penting 

Analisis feature importance menggunakan model Random Forest menunjukkan bahwa variabel Luas 

Bangunan mendominasi pengaruh terhadap harga sewa dibandingkan Lokasi (Kecamatan). Tingkat 

kepentingan fitur dapat dilihat pada Gambar 3. 

Hasil penelitian ini menunjukkan bahwa Random Forest lebih unggul dibandingkan XGBoost dan 

SVR dalam memprediksi harga sewa ruko di Tangerang Selatan. Hal ini sejalan dengan temuan Hadi dan 

Benedict yang menyatakan bahwa Random Forest memiliki stabilitas tinggi dalam penilaian aset properti 

karena mekanisme bagging yang bisa mengurangi varians tanpa meningkatkan bias secara signifikan 

terutama pada dataset dengan noise yang tinggi.  

Sebaliknya, XGBoost dan SVR menunjukkan performa yang kurang baik. Kegagalan ini menandakan 

bahwa metode boosting dan kernel SVR membutuhkan jumlah data yang lebih besar untuk generalisasi pola 

yang efektif dibandingkan metode bagging pada kasus ini. Hasil ini berbeda dengan penelitian di Jakarta oleh 
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Munawar dan Arisal yang menunjukkan XGBoost lebih unggul, namun konteks data dan ukuran dataset 

berbeda. 

 

 

Gambar 3. Tingkat Kepentingan Fitur 

 

5. KESIMPULAN  

Penelitian ini berhasil membandingkan kinerja algoritma Machine Learning untuk prediksi harga 

sewa ruko di Tangerang Selatan. Algoritma Random Forest terbukti menjadi metode paling akurat dengan 

nilai 𝑅2 0,6801 dan MAPE 27,40%, mengungguli XGBoost dan SVR. Penelitian ini membuktikan bahwa 

Random Forest lebih robust untuk dataset terbatas. Penelitian ini masih menggunakan data terbatas yaitu 

hanya 275 listing, sehingga hasil generalisasi model masih terbatas dan belum mencerminkan seluruh 

dinamika pasar properti di wilayah lain yang lebih luas cakupannya. Selain itu masih belum 

mempertimbangkan faktor lain seperti kondisi bangunan dan aksesibilitas. Saran untuk penelitian selanjutnya 

adalah kumpulkan data lebih banyak dari sumber yang lebih luas untuk meningkatkan generalisasi model. 

Selain itu menambahkan faktor lain seperti aksesibilitas, kondisi bangunan, dan fasilitas pendukung lainnya.  
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