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Abstract

Various studies have shown that feature selection can improve classification accuracy, particularly in agriculture.
However, most of these studies still use conventional metaheuristic algorithms, which have certain limitations, including
a tendency to get stuck in local optima. Therefore, this study explores the potential of advanced metaheuristic algorithms
for selecting colour and texture features to classify the purity of civet coffee. This study used k-Nearest Neighbour (K-
NN) model optimized with several advanced metaheuristic algorithms, i.e. Bare Bones Particle Swarm Optimisation
(BBPSO), Modified Generalised Flower Pollination Algorithm (MGFPA), Enhanced Salp Swarm Algorithm (ESSA),
Improved Salp Swarm Algorithm (ISSA), and Two-Stage Modified Grey Wolf Optimizer (TMGWO). The results show that
feature selection can improve model accuracy. The best model was obtained from a combination of K-NN and TMGWO
with an accuracy of 0.981, precision of 0.982, recall of 0.981, F1-Score of 0.981, and Area Under Curve (AUC) close to
1 with three selected features, i.e. blue correlation, s_hsl_correlation, and s_hsv_correlation. Furthermore, the results of
this study indicate that the development of advanced metaheuristic algorithms can overcome the weaknesses of
conventional algorithms, as demonstrated by improvements in classification model accuracy and the number of selected
features.
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1. INTRODUCTION

Ensuring the purity of civet coffee is very important given the increasing number of cases of civet
coffee counterfeiting. Typically, green civet coffee beans are counterfeited with regular green coffee beans to
meet market demand amid production constraints. Therefore, the development of advanced technology for
testing the purity of civet coffee is needed. To date, there is no fast, inexpensive, real-time, and non-
destructive tool for classifying the purity of civet coffee. Conventional purity testing of civet coffee is
destructive because it requires a series of chemical tests and experts. One of the sensors that can be used in
the development of non-destructive and real-time tools for classifying the purity of civet coffee is computer
vision.

Computer vision has been used in various studies to detect the quality of materials, especially
agricultural products, such as grading tea commaodities [1], evaluating the quality of Congou black tea [2],
early detection of Colletotrichum Kahawae disease in coffee cherries [3], and the roasting level of coffee [4].
Computer vision will capture the colour and texture features of civet coffee. However, not all colour and
texture features are relevant in classifying the purity of civet coffee. Using all colour and texture features can
reduce model performance due to noise, outliers, and data redundancy [5]. Feature selection consistently
improves classification accuracy across various machine learning models [6], [7]. The results [8] show an
increase in accuracy across several machine learning models, including k-Nearest Neighbours, Decision
Trees, and Multilayer Perceptron. In addition, study [9] shows an increase in accuracy of 9.7% in liver
disease prediction. A study [10] also shows that feature selection can reduce validation MSE by 30.174% and
64.602% using Artificial Neural Network (ANN) and Random Forest (RF) modelling, respectively.
Therefore, this study presents a feature selection of colour and texture that can classify the purity of civet
coffee.
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Feature selection requires algorithm that can find the best solutions, such as metaheuristic algorithms.
These algorithm are inspired by natural principles or phenomena, such as animal behaviour, plants, and other
biological processes [11]. The main idea is to translate these natural principles or phenomena into
mathematical models to find optimal solutions in complex search spaces. However, in their implementation,
some metaheuristic algorithms have several weaknesses, such as being easily trapped in local optima and
slow convergence. Therefore, advanced metaheuristic algorithms have been developed, such as Bare Bones
Particle Swarm Optimization (BBPSO), which was developed from the Particle Swarm Optimization
algorithm; Modified Generalized Flower Pollination Algorithm (MGFPA), which was developed from the
Flower Pollination Algorithm (FPA); Enhanced Salp Swarm Algorithm (ESSA) and Improved Salp Swarm
Algorithm (ISSA) developed from the Salp Swarm Algorithm (SSA); Two-Stage Modified Grey Wolf
Optimizer developed from the Grey Wolf Optimizer (GWO). Several conventional algorithm and bio-
inspired developments have been used in feature selection in various studies, such as PSO for corn seed
classification [12], BBPSO for classification in 16 datasets [13], FPA for spam email detection [14], MGFPA
for classification in 18 UCI datasets [15], SSA for intrusion detection dataset classification [16], ESSA for
solving global optimization and complex engineering processes [17], ISSA for classification on 23 UCI
datasets [18], TMGWO can reduce features by nearly 97.5% and improve classification accuracy across
various datasets [19].

In carrying out feature selection, the use of advanced bio-inspired algorithms needs to be supported by
machine learning classification models such as k-Nearest Neighbours (K-NN). These model have been
widely used to solve classification problems. The best model criteria are based on the highest accuracy,
precision, recall, and F1-score values from the confusion matrix. In addition, the best model criteria also
consider the number of colour and texture features selected for the design of automatic detection tools. The
novelty of this research is that no previous studies have reported the performance of advanced metaheuristic
algorithms in classifying the purity of civet coffee using computer vision data. Previous studies focused on
exploring colour features, texture features, and combinations of both using conventional metaheuristic
algorithms and machine learning [20], [21].

Based on this background, the present study aims to develop a feature selection model using the K-
NN model and an advanced metaheuristic approach for classifying the purity of civet coffee. Specifically, the
study evaluates the model in terms of improvements in classification accuracy, the number of selected
features, and compares the performance of the advanced and conventional metaheuristic algorithms. The
results of this study are expected to serve as a reference for the development of methods for detecting the
purity of civet coffee.

2. MATERIALS AND METHOD

Several previous studies have employed conventional metaheuristic algorithms such as Particle
Swarm Optimisation (PSO), Flower Pollination Algorithm (FPA), Salp Swarm Algorithm (SSA), and Grey
Wolf Optimisation (GWO) for feature selection across various datasets. However, a major drawback of some
of these algorithms is their tendency to become trapped in local optima. As a result, conventional
metaheuristic algorithms have undergone further development. These developments include Bare Bones
Particle Swarm Optimisation (BBPSO), which eliminates the velocity parameter; Modified Generalised
Flower Pollination Algorithm (MGFPA), which incorporates a Lévy flight strategy; Enhanced Salp Swarm
Algorithm (ESSA) and Improved Salp Swarm Algorithm (ISSA), which increase search diversity; and Two-
Stage Modified Grey Wolf Optimizer (TMGWO), which applies a two-stage strategy to improve exploration
and exploitation. These advanced metaheuristic algorithms have been shown to yield higher classification
accuracy in several previous studies, making them suitable for application in assessing the purity of civet
coffee. The research design is illustrated in Figure 1.

2.1. Materials

This study used green civet coffee beans and regular coffee from PTPN XII Banyuwangi Indonesia.
The coffee was mixed at four levels of purity: very low (0-25%), low (25-50%), medium (50-75%), and high
(75-100%). Feature extraction was performed using Visual Basic 6.0, while feature selection was performed
using Python 3.14.0 and Google Collaboration. The entire feature selection process was performed using a
computer with the following specifications: Intel Core i7-1165G7 2.80 GHz, 8 GB RAM.

2.2.  Methods
2.2.1. Image Acquisition

Coffee mixed in various percentages was placed on a mini studio tray. Then, a Nikon Coolpix camera
was placed 10 cm above the sample. Image acquisition was performed 33 times, resulting in 528 images in
bitmap format (.bmp). Next, the images were cropped to clean up the images from noise and standardized the
image size. The image data was ready for feature extraction.
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Figure 1. Research Design

2.2.2. Feature Extraction

Feature extraction is conducted to obtain texture and colour feature values. The results of feature
extraction are a co-occurrence matrix of colour features, including RGB, HSV, HSL, L*a*b; while texture
features include entropy, contrast, homogeneity, sum mean, variance, correlation, maximum probability,
inverse difference moment and cluster tendency. A summary of the feature extraction results is provided in a

Microsoft Excel file. Then, the extracted feature data is uploaded to Google Drive for classification using
Python and Visual Studio Code.
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2.2.3. Model Design
1. Bare Bones Particle Swarm Optimization (BBPSO)
BBPSO is a simplified variant of standard Particle Swarm Optimization (PSO) that eliminates the
velocity term and replaces it with Gaussian probabilistics, making this parameter-free and easier to
implement [22]. In conventional PSO, particles move by adjusting their speed based on personal best
(pbest) and global best (gbest). Meanwhile, in BBPSO, the position of new particles is generated
stochastically through a Gaussian distribution whose mean is between the pbest and gbest [23]. A
Gaussian distribution is used to control the behavior of the particles [24]. The main advantages of
BBPSO over conventional PSO are that it is simpler, more efficient, and has fast convergence. The
BBPSO workflow is as follows:
a. Initialization: Randomly generate a population of particles in the search space. Each particle
has a position (a potential solution).
b. Evaluation: Calculate the fitness value (quality) for each particle based on the objective
function.
¢. Update Personal and Global Best: For each particle, update:
1) pBest: The best position ever achieved by the particle itself.
2) gBest: The best position ever achieved by any particle in the entire population.

d. Update Position: For each dimension d of particlei, the new position is calculated as:
New_Position[i][d] =N(p, o)

Where:
1) u=(pBest[i][d] + gBest[d]) / 2 (the mean between pBest and gBest)
2) o = |pBest[i][d] - gBest[d]| (the absolute difference between them)
3) N() is a function that generates a random number from a Gaussian distribution.

e. Repeat steps 2-4 until a stopping criterion is met (e.g., maximum number of iterations is
reached or a sufficiently good solution is found).

2. Modified Generalized Flower Pollination Algorithm (MGFPA)
MGFPA is a development of the Flower Pollination Algorithm (FPA), which is inspired by the
process of flower pollination. This algorithm modifies the strategy for selecting solutions, searching
for solutions, and increasing flexibility in exploring and exploiting the search space. MGFPA is more
efficient at solving complex optimization problems, although it requires more computation and time to
reach convergence [25]. The MGFPA workflow is as follows:
a. Initialization: Generate a population of flowers (solutions) randomly.
b. Evaluation: Calculate the fitness value of each flower.
c. Pollination: In each iteration, for each flower i:
1) Global Pollination (Cross-pollination): With a probability p, perform:
New_Flower[i] = Current_Flower[i] + L * (gBest - Current_Flower[i]), where L is a
step size drawn from a Lévy flight distribution (for long-range exploration).
The Modification (M) is often applied to parameter p or the calculation of L.
2) Local Pollination (Self-pollination): With a probability (1-p), perform:
New Flower[i] = Current Flower[i] + & * (Flower[j] - Flower[Kk])
where Flower[j] and Flower[k] are two randomly selected flowers from the same
population, and ¢ is a random number between [0,1]. This is local exploitation.

d. Selection: Compare the new flower with the old one. If the new flower is better, replace the old
flower.

e. Elitism Strategy: Modifications often include an elitism mechanism to ensure the best flower
(gBest) is not lost.

f. Repeat steps 2-4 until the stopping criterion is met.

3. Enhanced Salp Swarm Algorithm (ESSA)
ESSA is an extension of the Salp Swarm Algorithm (SSA). The SSA algorithm is inspired by the
behaviour of salp groups in the ocean [26], [27]. The salp chain is divided into two groups: leaders
and followers. Leaders update their position towards the food source as the best solution, while
followers move in a chain following the leaders. However, the main drawback of SSA is that if the
leader gets stuck in a local optimum, the entire salp chain will move in the direction of that local
solution [28], [29]. In this context, reduced exploration of the search space. Therefore, ESSA adds an
adaptive parameter that decreases with each iteration and random perturbations to the position of the
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followers so that they do not always follow the leader, thereby increasing the likelihood of escaping
the local optimum. The ESSA workflow is as follows:

a.

b.

f.

Initialization: Initialize the salp population. Each salp is a potential solution. The population is
divided into two groups: Leader (the first salp in the chain) and Followers (the rest).
Evaluation: Calculate the fitness of each salp. Identify the salp with the best fitness as the food
source (F).

Update Leader Position: The leader's position is updated with an equation that directs it
towards the food source:

Leader_Position = F + c1 * ((ub - Ib) * c2 + Ib), where c1 is a coefficient that decreases over
iterations (balancing exploration/exploitation), and c2, c3 are random numbers. If ¢3 < 0.5, the
leader moves toward the food; otherwise, it moves away (for exploration).

Update Follower Positions: The followers positions are updated based on the movement of the
salp in front of them (not directly towards the food), mimicking a chain movement.
Follower_Position[i] = (Follower_Position[i] + Follower_Position[i-1]) / 2

Elitism Strategy: Before or after updating positions, an elitism strategy is applied. For example,
a number E of the best salps (elite) from the old population can be directly carried over to the
new population, or used to guide the update of other salps, ensuring the best information is
preserved.

Repeat steps 2-5 until the stopping criterion is met.

4. Improved Salp Swarm Algorithm (ISSA)
In general, ISSA was developed to address the weaknesses of SSA [30]. ISSA was developed by
updating the leader's position with a non-linear adaptive function that increases exploration at the
beginning and exploitation at the end, and the presence of random follower perturbations to avoid
local optima traps. The main advantage of ISSA is its effectiveness in solving high-dimensional
problems. The ISSA workflow is as follows:

a.
b.

c.
d.

e.

Initialization: Instead of pure random generation, use a Chaos Map to initialize the salp
positions. This helps improve population diversity and initial quality.

Evaluation: Calculate fitness values and identify the food source (F).

Update Position: Update the leader and follower positions as in the standard SSA.
Opposition-Based Learning: After the position update, apply OBL to a portion of the
population (e.g., the worst salps). For each selected salp, calculate its opposite position (X_opp
=ub + Ib - X). Evaluate the fitness of this opposite position. If the opposite position is better,
replace the original salp with it. This helps explore the opposite region of the search space,
which may be more promising.

Repeat steps 2-4 until the stopping criterion is met.

5. Two-Stage Modified Grey Wolf Optimizer (TMGWO)
In general, TMGWO is a variant of Grey Wolf Optimizer inspired by the leadership hierarchy and
hunting mechanisms of grey wolves to find global solutions [31]. TMGWO is designed to improve
GWO performance by modifying its strategy through two search stages. These stages aim to improve
convergence speed and avoid local optima. The ISSA workflow is as follows:

a.

Initialization Phase:
1) Initialize Parameters: Set the population size, maximum iterations (Max_iter), and the
switch iteration (switch_iter) that divides Stage 1 and Stage 2.
2) Initialize Population: Generate the initial population of grey wolves randomly within the
search boundaries.

Global Exploration Stage (lterations 1 to switch_iter) : the objective of this stage is encourage
widespread exploration

Local Exploitation Stage (Iterations switch_iter+1 to Max_iter) : the objective of this stage are
rapid and precise convergence to the global optimum

Evaluation & Update: After the position update in either stage, evaluate the fitness of all new
positions and update the a, B, and 6 wolves.

Repeat the process (the active stage) until the maximum iteration Max _iter is reached. The
position of the Alpha wolf is returned as the best-found solution.

2.2.4. Classification Model

K-Nearest Neighbors (K-NN) is a distance-based classification model. This model works by finding k
nearest neighbours based on the euclidean distance from the input data, then determining the class or target
value based on the majority of neighbours. K-NN is classified as a lazy learning algorithm because there is
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no complex training process. The major advantage of K-NN is easy to implement and does not require
complex computation. This study uses the K-NN k-value parameter. The k-value in K-NN refers to the
number of nearest neighbors used in determining the class, while leaf size is the key parameter that tunes the
trade-off between accuracy and speed [32], [33]. The k-value in K-NN includes 3, 5, 7, 9, 11, 13 and 15.
According to [34], selecting the k-value is important in building a classification model using K-NN. In this
context, if the k-value is too small, there will be a lot of noise, which reduces classification accuracy; if it is
too large, it can also cause errors due to limited values and indirectly affect accuracy.

2.2.5. Evaluation Model

Evaluate the classification model using accuracy, precision, recall, and Fl-score based on the
confusion matrix. In addition, the model will be evaluated using the Receiver Operating Characteristic (ROC)
curve and Area Under the Curve (AUC). The equations for accuracy, precision, recall, and F1-score are as
equations 1-4.

TP+TN

Accuracy = ——— (D)
TP+TN+FP+FN
.. TP
Precision = (2)
TP+FP
TP
Recall = ?3)
TP+FN
F1- score = 2x (Pre'ci.sion x Recall) (4)
[Precision+Recall]

3. RESULTS AND DISCUSSION

This study selected features in the colour and texture data of civet coffee using several advanced bio-
inspired algorithms and machine learning models such as k-Nearest Neighbours (K-NN). These machine
learning models were used because can generally solve classification problems in non-linear data. Table 1
shows the performance of K-NN and advanced metaheuristic algorithms in classifying the purity of civet
coffee.

Table 1. Conventional K-NN

k-Value Accuracy Precision Recall F1-Score
3 0.877 0.878 0.877 0.877
5 0.889 0.889 0.889 0.889
7 0.871 0.872 0.871 0.871
9 0.889 0.889 0.889 0.889
11 0.871 0.872 0.871 0.872
13 0.868 0.867 0.866 0.866
15 0.849 0.849 0.849 0.848

Table 1 shows that conventional K-NN (K-NN without a metaheuristic optimization algorithm) can
classify data on the colour and texture features of civet coffee purity with the highest accuracy of 0.889,
followed by precision of 0.889, recall of 0.889, and F1-score of 0.889. In conventional K-NN, all colour and
texture features are used as classification inputs. This makes it difficult to create an automatic detection tool
for classifying the purity of civet coffee. This is because the more features that are extracted, the more it will
affect the speed of the tool in detecting the purity of civet coffee.

Table 2 shows the classification results using K-NN and advanced metaheuristic algorithms.
Compared to Table 1, the classification model shows improved performance in terms of accuracy, precision,
recall, and F1-Score. This indicates that not all colour and texture features are relevant in classifying the
purity of civet coffee. The use of all colour and texture features can actually reduce the accuracy of the
classification results. Feature selection improves classification accuracy by reducing dimensionality and
removing irrelevant features [35]. Table 2 also shows that the best model in each advanced metaheuristic
algorithm, BBPSO, achieved its best performance at a k-value of 11 with an accuracy of 0.968; precision of
0.970; recall of 0.969; and F1-Score of 0.968 with 16 selected features. The best MGFPA algorithm was
achieved with a k-value of 5, with an accuracy of 0.981; precision of 0.982; recall of 0.981; and F1-Score of
0.981 with 17 selected features. The best classification models for the ESSA and ISSA algorithms were
obtained at a k-value of 9 with an accuracy of more than 0.9 with 19 and 16 selected features, respectively.
The last metaheuristic algorithm is TMGWO, which achieved the best accuracy at a k-value of 15 with an
accuracy of 0.981; precision of 0.982; recall of 0.981; and an F1-Score of 0.981 with 3 selected features. The
results of the study show that TMGWO is the most reliable metaheuristic algorithm in feature selection.
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Compared to MGFPA, TMGWO was chosen as the best classification model because it considers the number
of selected features. The advantages of TMGWO include shorter computation time compared to other
metaheuristic algorithms, better classification accuracy even when using fewer features, and less
susceptibility to local optima due to its two-stage search process [19]. This advantage also enabled this study
to achieve the highest accuracy with only three selected features compared to other metaheuristic algorithms.
The three selected features are blue correlation, s_hsl_correlation, and s_hsv_correlation. Correlation in
texture feature measures correlation between two pixels in the pixel pairs. The correlation is expected to be
high if the gray-levels of the pixel pairs are highly correlated [21]. The blue colour, HSL saturation and HSV
saturation in the correlation show texture variations in various colour spaces. The combination of these three
features is quite representative in distinguishing the purity levels of civet coffee, supported by classification
accuracy results of >0.9.

Table 2. K-NN and Advanced Metaheuristic Algorithms Performance

Advan;\elgohﬂf;ﬂseunsm k-Value Accuracy Precision Recall F1-Score Selzlgt?dbliregtfure
3 0.937 0.939 0.937 0.937 14
5 0.937 0.938 0.937 0.937 21
Bare Bones Particle Swarm ; 83;2 83%2 83%2 8322 ig
Optimization (BBPSO) 11 0.968 0.970 0969  0.968 16
13 0.925 0.925 0.925 0.925 14
15 0.918 0.920 0.918 0.918 8
3 0.937 0.939 0.937 0.937 18
5 0.981 0.982 0.981 0.981 17
Modified Generalized Flower 7 0.925 0.927 0.925 0.925 16
Pollination Algorithm 9 0.931 0.931 0.931 0.931 30
(MGFPA) 11 0.931 0.931 0.931 0.931 17
13 0.925 0.925 0.925 0.925 23
15 0.918 0.919 0.918 0.918 18
3 0.951 0.952 0.951 0.951 10
5 0.945 0.946 0.945 0.955 4
Enhanced Salp Swarm 7 0.945 0.945 0.955 0.945 12
Algorithm (ESSA) 9 0.962 0.962 0.962 0.962 10
11 0.957 0.958 0.957 0.957 9
13 0.957 0.958 0.957 0.957 10
15 0.941 0.941 0.941 0.941 3
3 0.943 0.945 0.943 0.943 21
5 0.943 0.944 0.943 0.944 24
Improved Salp Swarm 7 0.931 0.931 0.931 0.931 17
Algorithm (ISSA) 9 0.975 0.976 0.975 0.975 16
11 0.937 0.937 0.937 0.937 18
13 0.967 0.967 0.967 0.967 23
15 0.931 0.931 0.931 0.931 19
3 0.962 0.9630 0.9620 0.9620 3
5 0.969 0.971 0.969 0.968 4
moswevedteocey ] 0% O pELom
Wolf Optimizer (TMGWO) 11 0.937 0.937 0937 0937 2
13 0.950 0.950 0.950 0.950 6
15 0.981 0.982 0.981 0.981 3

Compared to previous studies in the field of agricultural commodity quality classification, the
performance achieved in the present study is notably higher. Studies related to coffee defect classification
generally report overall accuracies ranging from 0.885 to 0.947 [36] and average accuracies between 0.9499
and 0.9566 [37], using colour and shape features with various classification methods such as Deep Neural
Networks (DNN), Random Forest (RF), Support Vector Machine (SVM), and k-Nearest Neighbours (K-NN),
without applying feature selection. Another study performed feature selection using correlation analysis and
important feature ranking, which resulted in an increase in accuracy; however, the improvement was
relatively small, less than 20%, in the classification of specialty coffees [38]. Additionally, the use of
conventional metaheuristic algorithms such as FPA combined with K-NN produced a best accuracy of 0.918
using five selected features [39]. In contrast, the advanced metaheuristic algorithms employed in the present
study—particularly the Two-Stage Modified Grey Wolf Optimizer (TMGWOQ)—achieved an accuracy of
0.981 with fewer selected features than those used in previous studies. These results indicate that advanced
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metaheuristic algorithms can more effectively explore the search space, producing a more compact and
representative subset of features for distinguishing the purity level of civet coffee.
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Figure 2. Confusion Matrix of the Best Model for Each Advanced Metaheuristic Algorithms
(a) Bare Bones Particle Swarm Optimization (BBPSO); (b) Modified Generalized Flower Pollination
Algorithm (MGFPA); (c) Enhanced Salp Swarm Algorithm (ESSA); (d) Improved Salp Swarm Algorithm
(ISSA); (e) Two-Stage Modified Grey Wolf Optimizer (TMGWO)

Figure 2 shows the confusion matrix for the best model of each advanced metaheuristic algorithms.
The confusion matrix is a table used to assess the performance of a classification model by comparing actual
and predicted samples, showing how much the model confuses classes by mislabeling them [40]. Each
confusion matrix shows the number of correct and incorrect predictions for each class. Based on the
confusion matrix for each algorithm, all metaheuristic algorithms produce good classification performance
with high true positive rates in all classes. The MGFPA and TMGWO algorithms show excellent
classification performance as there are only 3 errors in the classification. This is consistent with the accuracy,
precision, recall and F1-Score results in Table 2.
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Figure 3 shows the Receiver Operating Characteristic (ROC) curve for the best model of each
advanced metaheuristic algorithms. The ROC curve is a graph that shows the ability of a classification model
to distinguish between positive and negative classes at various probability thresholds. In general, the ROC
curve shows good performance because the Area Under Curve (AUC) value is close to 1. This indicates that
the classification performance of the advanced metaheuristic algorithms successfully classify the purity of
civet coffee. The AUC value ranges from 0 < AUC < 1. When the AUC value = 0.5 (diagonal line), it means
that the classification model has no ability to distinguish between classes, while AUC < 0.5 indicates that the
model unable distinguish between classes. Figure 2 shows that none of the AUC values are < 0.5, indicating
that the model is reliable in distinguishing between classes.
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Figure 3. Receiver Operating Characteristic (ROC) of the Best Model for Each Advanced Metaheuristic
Algorithms (a) Bare Bones Particle Swarm Optimization (BBPSO); (b) Modified Generalized Flower
Pollination Algorithm (MGFPA); (c) Enhanced Salp Swarm Algorithm (ESSA); (d) Improved Salp Swarm
Algorithm (ISSA); (e) Two-Stage Modified Grey Wolf Optimizer (TMGWO)
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Table 3. K-NN and Conventional Particle Swarm Optimization (PSO) Algorithm Performance

Metaheuristic Algorithms Accuracy Precision Recall F1-Score Number of Selected

Feature
Bare Bones Particle Swarm
Optimization (BBPSO) 0.968 0.970 0.969 0.968 16
Particle Swarm Optimization (PSO) 0.925 0.925 0.925 0.925 28

Table 4. K-NN and Conventional Flower Pollination Algorithm (FPA) Algorithm Performance

Number of Selected

Metaheuristic Algorithms Accuracy Precision Recall F1-Score Feature
Modified Generalized Flower
Pollination Algorithm (MGFPA) 0.981 0.982 0.981 0.981 1
Flower Pollination Algorithm (FPA) 0.937 0.938 0.937 0.937 45

Table 5. K-NN and Conventional Salp Swarm Algorithm (SSA) Algorithm Performance

Metaheuristic Algorithms Accuracy Precision Recall F1-Score Number of Selected

Feature
Enhanced Salp Swarm Algorithm
o) 0.962 0.962 0.962 0.962 10
Improved Sa'ggg’i’:‘)r m Algorithm 0.975 0.976 0.975 0.975 16
Salp Swarm Algorithm (SSA) 0.937 0.939 0.937 0.937 40

Table 6. K-NN and Conventional GWO Algorithm Performance

Metaheuristic Algorithms Accuracy Precision Recall F1-Score Number of Selected

Feature
Two Stage Modified Grey Wolf
Optimizer (TMGWO) 0.981 0.982 0.981 0.981 3
Grey Wolf Optimizer (GWO) 0.956 0.956 0.956 0.956 5

This study also compares advanced metaheuristic algorithms with their conventional versions. Tables
3-6 generally show improvements in accuracy and efficiency in the number of selected features. Table 3
shows that BBPSO can increase accuracy by 4.44% compared to conventional PSO with a reduction in the
number of selected features of 42.86%. Table 4 shows that MGFPA can increase accuracy by 4.49%
compared to conventional FPA, while reducing the number of selected features by 62.22%. Table 5 shows
that ESSA can increase accuracy by 2.59% from conventional SSA with a reduction in the number of
selected features by 75%. Furthermore, Table 5 shows that ISSA can increase accuracy by 3.89% from
conventional SSA with a reduction in the number of selected features of 60%. Table 6 shows that GWO can
increase accuracy by 2.55% compared to conventional GWO, while reducing the number of selected features
by 40%. The results of this study indicate that the development of advanced metaheuristic algorithms can
improve the weaknesses of conventional metaheuristic algorithms. The results of study [21] show that GWO
and Random Forest (RF) can achieve an accuracy of 0.981 with 5 selected colour and texture features. This
study achieved better results than previous studies because the advanced metaheuristic algorithms
successfully reduced the features to 3.

4. CONCLUSION

This study developed feature selection for classifying the purity of civet coffee using k-Nearest
Neighbour (K-NN) optimized with advanced metaheuristic algorithms, namely Bare Bones Particle Swarm
Optimization (BBPSO), Modified Generalized Flower Pollination Algorithm (MGFPA), Enhanced Salp
Swarm Algorithm (ESSA), Improved Salp Swarm Algorithm (ISSA), and Two-Stage Modified Grey Wolf
Optimizer (TMGWO). The results showed that the application of metaheuristic algorithms significantly
improved the accuracy of the K-NN model while reducing the number of features used. Of all the models
tested, K-NN and TMGWO showed the best performance with an accuracy of 0.981, precision of 0.982,
recall of 0.981, Fl-score of 0.981, AUC close to 1, and three selected features, i.e. blue correlation,
s_hsl_correlation, and s_hsv_correlation. A comparison between conventional and advanced metaheuristic
algorithms shows that madifications to the search mechanism and position updates in advanced metaheuristic
algorithms consistently improve feature selection performance, as demonstrated by the accuracy of the
classification model. This study still has several limitations, such as still using a K-NN machine learning
model and limitations in the dataset. Therefore, further research could explore various types of civet coffee
from several regions in Indonesia, using other machine learning models such as Random Forest (RF) and
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Support Vector Machine (SVM), and comparing them with automatic feature extraction models such as deep
learning.
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