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Abstract 

 
This study proposes the ARO-DBSCAN method, a hybrid approach that combines the Artificial Rabbits Optimization (ARO) 

optimization algorithm with the Density-Based Spatial Clustering of Applications with Noise (DBSCAN) clustering 

technique for more effective feature selection. Experimental results show that ARO-DBSCAN consistently outperforms the 

ARO and AROD methods, achieving improved classification accuracy on 13 out of 18 datasets (population 15) and 12 

datasets (population 30), while also selecting fewer features without compromising model quality. Compared to other 

hybrid algorithms such as GA-DBSCAN and PSO-DBSCAN, ARO-DBSCAN remains superior due to DBSCAN's clustering 

ability, which groups similar solutions, thereby accelerating the search for optimal solutions and avoiding getting stuck in 

local solutions. These findings demonstrate that integrating metaheuristic techniques with density-based clustering can 

provide an efficient solution for feature selection in high-dimensional data in the era of big data. 
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Abstrak 

 

Penelitian ini mengusulkan metode ARO-DBSCAN, sebuah pendekatan hybrid yang menggabungkan algoritma optimasi 

Artificial Rabbits Optimization (ARO) dengan teknik clustering Density-Based Spatial Clustering of Applications with 

Noise (DBSCAN) untuk pemilihan fitur yang lebih efektif. Hasil eksperimen menunjukkan bahwa ARO-DBSCAN secara 

konsisten mengungguli metode ARO dan AROD, dengan peningkatan akurasi klasifikasi pada 13 dari 18 dataset (populasi 

15) dan 12 dataset (populasi 30), sekaligus mampu memilih fitur lebih sedikit tanpa mengurangi kualitas model. 

Dibandingkan dengan algoritma hybrid lain seperti GA-DBSCAN dan PSO-DBSCAN, ARO-DBSCAN tetap lebih unggul 

berkat kemampuan clustering DBSCAN yang mengelompokkan solusi serupa, sehingga mempercepat pencarian solusi 

optimal dan menghindari terjebak di solusi lokal. Temuan ini membuktikan bahwa integrasi teknik metaheuristik dengan 

clustering berbasis kepadatan dapat menjadi solusi efisien untuk pemilihan fitur pada data berdimensi tinggi di era big data. 

 

Kata Kunci: ARO-DBSCAN, K-Nearest Neighbor, Optimasi Hybrid, Pemilihan Fitur 

 

 

 

1. PENDAHULUAN 

Dalam konteks big data, salah satu tantangan utama dalam proses klasifikasi adalah banyaknya jumlah 

fitur atau atribut pada data berdimensi tinggi yang dapat memicu overfitting, meningkatkan kompleksitas 

komputasi, serta menurunkan efektivitas model klasifikasi [1]. Walaupun K-Nearest Neighbor (K-NN) dikenal 
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sebagai algoritma yang sederhana dan efisien, kinerjanya sangat bergantung pada kualitas fitur yang digunakan 

[2]. Keberadaan fitur yang tidak relevan atau redundan sering kali menyebabkan model kehilangan kemampuan 

generalisasi, sehingga performa klasifikasi menurun secara signifikan. Oleh karena itu, proses seleksi fitur 

menjadi tahap penting dalam pemrosesan data untuk memastikan hanya fitur informatif yang dipertahankan 

untuk proses selanjutnya [3]. 

Metode seleksi fitur konvensional umumnya terbatas pada eksplorasi ruang solusi yang sempit dan 

kurang efisien untuk data berskala besar [4]. Sebagai solusi, pendekatan hybrid yang menggabungkan 

algoritma optimasi metaheuristik dan teknik clustering mulai banyak digunakan untuk meningkatkan 

efektivitas seleksi fitur. Strategi ini terbukti dapat memperbaiki akurasi klasifikasi serta mengurangi 

kompleksitas komputasi dibandingkan metode tunggal [5]. 

Penelitian ini berfokus pada pengembangan metode hybrid baru yang memadukan Adaptive Random 

Optimization (ARO) dan Density-Based Spatial Clustering of Applications with Noise (DBSCAN) untuk 

proses seleksi fitur. ARO digunakan untuk mengeksplorasi kombinasi fitur terbaik secara global melalui 

mekanisme metaheuristik adaptif [6], sedangkan DBSCAN berfungsi mengelompokkan fitur berdasarkan 

tingkat kepadatan untuk mengidentifikasi fitur yang serupa atau tidak relevan [7]. Sinergi antara ARO dan 

DBSCAN menciptakan keseimbangan antara eksplorasi luas dan eksploitasi lokal, memungkinkan penemuan 

subset fitur yang lebih representatif dan stabil dalam ruang solusi berdimensi tinggi. 

Pendekatan serupa telah menunjukkan hasil positif dalam berbagai domain, seperti diagnosis medis dan 

deteksi intrusi jaringan [8]. Namun demikian, sebagian besar penelitian sebelumnya masih berfokus pada 

kombinasi metaheuristik klasik seperti Genetic Algorithm (GA) atau Particle Swarm Optimization (PSO) 

dengan DBSCAN. Meskipun efektif, GA-DBSCAN seringkali memerlukan komputasi yang mahal karena 

operasi crossover dan mutasi yang kompleks, sementara PSO-DBSCAN rentan terhadap konvergensi dini ke 

solusi suboptimal jika parameter tidak diatur dengan cermat. Integrasi ARO, sebagai algoritma yang lebih 

modern dengan mekanisme detour foraging yang unik, dengan DBSCAN belum banyak dieksplorasi. Celah 

penelitian (research gap) inilah yang ingin diisi oleh studi ini, yaitu untuk menguji hipotesis bahwa mekanisme 

pencarian adaptif ARO mampu mengatasi keterbatasan metode hybrid sebelumnya dengan menawarkan 

keseimbangan yang lebih baik antara eksplorasi ruang fitur dan eksploitasi solusi terbaik.  

Meskipun metode hybrid sebelumnya seperti GA-DBSCAN dan PSO-DBSCAN telah menunjukkan 

potensi, pendekatan tersebut seringkali masih terbatas dalam menyeimbangkan eksplorasi global dan 

eksploitasi lokal secara efisien. Kebaruan utama (novelty) yang ditawarkan penelitian ini adalah pengenalan 

kerangka kerja ARO-DBSCAN yang secara sinergis mengintegrasikan kemampuan eksplorasi adaptif dari 

ARO dengan kemampuan DBSCAN dalam mengidentifikasi struktur data berbasis kepadatan. Integrasi unik 

ini secara fundamental mengatasi masalah konvergensi prematur dan jebakan optimum lokal yang kerap terjadi 

pada metode lain. Dengan memanfaatkan informasi kepadatan untuk memandu proses pencarian metaheuristik, 

ARO-DBSCAN tidak hanya berfungsi sebagai metode seleksi fitur, tetapi juga sebagai paradigma optimasi 

baru yang lebih cerdas dan sadar-konteks (context-aware). Oleh karena itu, kontribusi penelitian ini tidak hanya 

terletak pada peningkatan performa klasifikasi K-NN, tetapi juga pada pembuktian bahwa hibridisasi antara 

metaheuristik modern dengan clustering berbasis kepadatan merupakan strategi yang superior untuk mengatasi 

tantangan seleksi fitur pada data berdimensi tinggi di era big data. 

Secara keseluruhan, penelitian ini diharapkan dapat memberikan kontribusi teoritis terhadap 

pengembangan metode hybrid optimization yang efisien, serta kontribusi praktis terhadap peningkatan kinerja 

sistem klasifikasi dalam berbagai aplikasi berbasis data besar. 

 

2. METODOLOGI PENELITIAN 

Memilih metode atau model yang tepat dalam klasifikasi merupakan faktor penting yang menentukan 

keberhasilan dalam mengatasi berbagai permasalahan data. Di samping itu, banyaknya karakteristik yang tidak 

relevan atau berlebihan yang terkait dengan data berdimensi tinggi dapat mengakibatkan penurunan kinerja 

model, misalnya melalui overfitting dan kesulitan dalam menemukan pola yang signifikan[1]. Sejumlah survei 

komprehensif terkini menunjukkan bahwa algoritma optimasi berbasis metaheuristik telah menjadi pendekatan 

standar (de-facto) untuk mengatasi kompleksitas masalah seleksi fitur, terutama karena kemampuannya 

menyeimbangkan antara eksplorasi dan eksploitasi ruang solusi [24]. Dalam konteks ini, pemilihan fitur 

memiliki peranan yang sangat krusial dalam menyaring informasi yang sebenarnya relevan dan meningkatkan 

efektivitas pemodelan. Sebagai contoh, K-Nearest Neighbor (K-NN) adalah salah satu algoritma klasifikasi 

yang umum digunakan karena kesederhanaannya dan kemampuannya untuk menangani data yang kompleks. 

K-NN cukup efektif, tetapi sangat bergantung pada kualitas fitur yang digunakan. Apabila terdapat terlalu 

banyak fitur atau fitur yang tidak relevan, kinerja model dapat menurun [2]. Oleh karena itu, penting untuk 

memilih metode pemilihan fitur yang tepat untuk mengeliminasi fitur yang kurang penting tanpa mengurangi 

informasi esensial. Penelitian ini mengusulkan bahwa ARO dan DBSCAN Hybrid dapat diterapkan untuk 

melakukan pemilihan fitur yang lebih efisien dan meningkatkan akurasi model K-NN [3].  
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2.1. Prinsip Kerja dan Aplikasi dari Artificial Rabbits Optimization (ARO) 

ARO adalah metode peningkatan yang terinspirasi oleh cara kelinci mencari makanan. Cara kerja ARO 

dapat diilustrasikan sebagai penggambaran proses pencarian makanan yang dilakukan oleh kelinci yang pintar. 

Setiap "kelinci" berfungsi sebagai solusi dalam ruang pencarian yang bergerak menuju solusi paling optimal 

dengan mengacu pada penilaian kinerja atau ranking [4]. Proses pencarian dilakukan berulang kali, dengan 

setiap kelinci melakukan pembaruan posisinya berdasarkan lokasi terbaik yang pernah dicapainya. Kelebihan 

ARO terletak pada kemampuannya untuk menjelajahi seluruh ruang solusi dengan lebih luas sehingga tidak 

terjebak dalam solusi yang hanya lokal dan tetap mempertahankan keragaman solusi selama proses pencarian 

[5]. ARO diterapkan di berbagai bidang optimasi, termasuk perencanaan, desain, dan pengoptimalan 

parameter. Dalam konteks pemilihan fitur, ARO dapat diterapkan untuk mengidentifikasi fitur-fitur terbaik. 

Riset terbaru secara aktif mengembangkan versi biner dari ARO dan menggabungkannya dengan algoritma 

lain seperti Differential Evolution untuk meningkatkan kemampuannya dalam menghindari jebakan optimum 

lokal dan mempercepat konvergensi pada masalah seleksi fitur [25]. Setiap individu (kelinci) mewakili fungsi 

subset yang dianalisis dan menggunakan hasil evaluasi dari fungsi-fungsi subset ini untuk memperbaharui 

posisi kelinci. Penilaian ini bisa berupa akurasi klasifikasi atau nilai fungsional lain yang sesuai dengan tujuan 

optimasi. Dengan menggunakan ARO, kami dapat mengidentifikasi kombinasi fungsi yang tidak hanya 

relevan, seperti model K-NN, tetapi juga meningkatkan performa model klasifikasi, seperti pada model K-NN 

[6]. Pendekatan hibridisasi ARO dengan algoritma optimasi lainnya juga telah terbukti efektif dalam aplikasi 

dunia nyata, termasuk untuk seleksi fitur pada data medis yang kompleks [26]. Hal ini memperkuat justifikasi 

penelitian ini untuk menggabungkan ARO dengan teknik clustering (DBSCAN) guna mencapai sinergi yang 

lebih baik dalam proses seleksi fitur. 

 

2.2. DBSCAN dan Keunggulannya dalam Clustering Berbasis Kepadatan 

Pengelompokan spasial menggunakan algoritma Density-Based Spatial Clustering of Application with 

Noise (DBSCAN) merupakan metode berbasis kepadatan yang dirancang untuk menemukan pola dalam data 

dengan mempertimbangkan kedekatan antar titik data. Salah satu keuntungan utama dari DBSCAN adalah 

kemampuannya dalam mengelompokkan data yang memiliki kepadatan serupa serta secara efektif 

mengidentifikasi dan mengabaikan titik data yang tidak relevan [7]. DBSCAN bekerja dengan sangat baik 

dalam kondisi di mana distribusi data tidak merata dan terdapat elemen kebisingan atau data yang tidak 

terasosiasi dengan kelompok manapun. Algoritma ini mengandalkan dua parameter penting, yang salah 

satunya adalah epsilon (ε), yang berfungsi untuk menentukan jarak maksimum antar titik agar mereka dapat 

dimasukkan ke dalam kelompok yang sama. Titik-titik yang tidak memenuhi kriteria ini akan dianggap sebagai 

kebisingan dan tidak diikutsertakan dalam proses pengelompokan. Salah satu kelebihan dari DBSCAN adalah 

kemampuannya mengenali jumlah kelompok optimal tanpa perlu informasi sebelumnya mengenai jumlah 

tersebut, berbeda dengan algoritma pengelompokan lain seperti K-means yang mengharuskan pengaturan 

jumlah kelompok terlebih dahulu [8]. Dalam penelitian ini, DBSCAN diterapkan untuk meningkatkan 

eksplorasi dalam ruang solusi pencarian. Ketika DBSCAN digabungkan dalam ARO DBSCAN Hybrid, 

metode ini membantu dalam mengelompokkan solusi yang serupa berdasar kepadatan, sehingga memfokuskan 

pencarian pada area yang menghasilkan solusi yang lebih relevan dan mengurangi yang kurang bermanfaat. 

Ini sangat membantu dalam pemilihan fungsi, karena memungkinkan identifikasi fungsi yang terhubung 

dengan kelompok dan fungsi tertentu, sambil mengabaikan fungsi yang tidak berkorelasi. Dengan demikian, 

penerapan DBSCAN dalam ARO dapat mempercepat konvergensi menuju solusi optimal serta meningkatkan 

efisiensi dalam pemilihan [9]. 

 

2.3. Langkah-Langkah Eksperimen 

2.3.1. Algoritma Hybrid ARO-DBSCAN 

Penelitian ini menggunakan algoritma Hybrid ARO-DBSCAN untuk melakukan seleksi fitur secara 

optimal. Algoritma ini menggabungkan dua teknik, yaitu Artificial Rabbits Optimization (ARO) dan Density-

Based Spatial Clustering of Applications with Noise (DBSCAN), untuk memperoleh subset fitur yang relevan 

dan meningkatkan akurasi model klasifikasi. ARO adalah algoritma metaheuristik yang meniru perilaku kelinci 

dalam mencari makanan untuk menyelesaikan masalah optimisasi [10]. ARO berfungsi untuk mencari solusi 

terbaik dari kombinasi fitur yang ada dengan menilai setiap kemungkinan subset fitur berdasarkan tujuan 

optimisasi [11]. Berikut adalah rumus utama (1) yang digunakan dalam algoritma ARO [12]. 

 

𝑋𝑡+1 = 𝑋𝑡 + 𝑟 . (𝑋𝑏𝑒𝑠𝑡 − 𝑋𝑡)               (1) 

 

Selanjutnya ada fungsi fitness setiap kelinci dievaluasi menggunakan fungsi objektif 𝑓(𝑋) yang 

menentukan kualitas solusi berdasarkan tujuan optimasi. Eksplorasi dan Eksploitasi ARO menggunakan rumus 

(2) untuk mekanisme pencarian global dan lokal untuk menghindari jebakan solusi lokal [13]. 

 

𝑋𝑡+1 = 𝑋𝑡 + 𝛼 . (𝑋𝑟𝑎𝑛𝑑 − 𝑋𝑡) + 𝛽 . (𝑋𝑏𝑒𝑠𝑡 − 𝑋𝑡)                               (2) 
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Terakhir ada Konvergensi Algoritma berhenti ketika kondisi konvergensi terpenuhi, seperti jumlah 

iterasi maksimum atau perubahan kecil dalam nilai fitness. Sedangkan, DBSCAN merupakan algoritma 

clustering berbasis kepadatan yang digunakan untuk mengidentifikasi fitur yang saling terkait [14]. DBSCAN 

mampu mengelompokkan fitur berdasarkan kedekatannya, serta mengidentifikasi noise atau fitur yang tidak 

relevan yang perlu dibuang [15]. Berikut adalah rumus utama yang digunakan dalam DBSCAN [16]. Jarak 

Euclidean DBSCAN menggunakan jarak Euclidean untuk menentukan kedekatan antara dua titik seperti pada 

rumus (3). 

 

𝑑(𝑝, 𝑞) = √∑ (𝑝𝑖 − 𝑞𝑖)
2𝑛

𝑖=1                       (3) 

 

DBSCAN adalah algoritma clustering berbasis kepadatan yang mengidentifikasi kelompok data dengan 

densitas tinggi dan mendeteksi outlier secara otomatis. Titik inti (core point) dalam DBSCAN ditentukan jika 

memiliki jumlah minimum tetangga MinPts dalam radius ε, di mana N(p) mewakili jumlah titik dalam radius 

tersebut. Hubungan kepadatan (density reachability) memungkinkan titik q yang berada dalam radius ε dari 

titik inti p untuk masuk dalam cluster yang sama, sedangkan titik yang tidak memenuhi kriteria sebagai titik 

inti atau tidak terhubung dengan cluster lain dikategorikan sebagai noise. Dalam pendekatan Hybrid ARO-

DBSCAN, algoritma ARO digunakan untuk mengeksplorasi kombinasi fitur terbaik, sementara DBSCAN 

berperan dalam mengelompokkan data berdasarkan kepadatan untuk menghilangkan fitur yang kurang relevan. 

Proses hibridisasi ini bertujuan untuk memperoleh subset fitur yang lebih representatif, meningkatkan efisiensi 

pemrosesan, dan menghindari pemilihan fitur yang berlebihan atau redundan. Dengan menggabungkan 

eksplorasi global dari ARO dan clustering lokal berbasis kepadatan dari DBSCAN, pendekatan ini memberikan 

peningkatan akurasi klasifikasi dengan K-Nearest Neighbor (K-NN) serta optimasi pemilihan fitur dalam data 

berdimensi tinggi. Proses hibridisasi ini bertujuan untuk memperoleh subset fitur terbaik dengan 

menggabungkan keunggulan kedua algoritma. ARO berfungsi untuk mencari solusi optimal, sedangkan 

DBSCAN digunakan untuk memetakan fitur berdasarkan kepadatan dan menghapus fitur yang tidak relevan. 

 

2.3.2. K-Nearest Neighbor (K-NN) 

Setelah proses seleksi fitur menggunakan algoritma ARO-DBSCAN, model klasifikasi yang digunakan 

adalah K-Nearest Neighbor (K-NN). K-NN adalah algoritma klasifikasi yang bekerja berdasarkan jarak antar 

titik data. Setiap data yang akan diklasifikasikan akan diberi label berdasarkan mayoritas kelas dari K tetangga 

terdekatnya dalam ruang fitur. Pada penelitian ini, K-NN diterapkan setelah fitur yang relevan diperoleh 

menggunakan algoritma Hybrid ARO-DBSCAN. Fitur yang dipilih akan digunakan untuk melatih model K-

NN untuk mengklasifikasikan data dengan tingkat akurasi yang lebih tinggi. Jarak Euclidean K-NN sering 

menggunakan jarak Euclidean untuk menentukan kedekatan antara dua titik dalam ruang fitur [17]. Jarak  

Penentuan kelas, setelah menghitung jarak ke semua titik dalam dataset, K-NN memilih K tetangga terdekat 

dan menentukan kelas berdasarkan mayoritas [18] pada rumus (4). 

 

           𝐶(𝑥) = argmax ∑ 1𝐾
𝑖=1 (𝑦𝑖 = 𝑐)                          (4) 

 

3.2.3. Diagram alir 

Diagram alir pada Gambar 1 mendeskripsikan urutan proses penerapan metode hybrid ARO-DBSCAN 

dalam mengoptimalkan seleksi fitur serta menilai performa model klasifikasi. Proses dimulai dari tahap inisiasi, 

kemudian dilanjutkan dengan pre-processing data untuk memastikan data yang digunakan berada dalam 

kondisi layak. Tahap ini mencakup pembersihan data, normalisasi, serta penanganan anomali agar tidak 

memengaruhi hasil analisis. Setelah data siap, dilakukan pengaturan awal atau inisialisasi ARO-DBSCAN. 

Artificial Rabbits Optimization berfungsi untuk menghasilkan solusi awal berupa fitur yang diprediksi relevan, 

sedangkan DBSCAN bertugas mengelompokkan data berdasarkan tingkat kepadatan. Selanjutnya, algoritma 

memasuki proses iterasi ARO yang menargetkan perbaikan solusi secara bertahap. Setiap iterasi dievaluasi 

melalui pengukuran nilai fitness untuk mengetahui kualitas solusi yang diperoleh. DBSCAN kemudian 

menerapkan proses clustering serta mendeteksi data noise, dan hasilnya digunakan kembali untuk 

meningkatkan nilai fitness. Setelah itu dilakukan pembaruan posisi dalam ARO hingga sistem mencapai 

kondisi konvergen, yaitu ketika solusi tidak lagi mengalami peningkatan signifikan. Jika solusi optimal telah 

ditemukan, sistem akan menentukan fitur terbaik, kemudian melakukan klasifikasi dengan K-NN guna menilai 

akurasi prediksi. Tahapan terakhir berupa evaluasi hasil model, dan proses berakhir pada kondisi selesai. 

 

3.2.4. Preprocessing Data 

Data mentah yang digunakan dalam penelitian ini pertama-tama melalui tahap preprocessing untuk 

menjamin kualitas dan konsistensi. Tahapan ini krusial agar model K-NN dapat berfungsi secara optimal. 

Proses yang dilakukan meliputi: (1) Pembersihan Data melibatkan penghapusan sampel data yang duplikat 

serta fitur yang memiliki varians nol (tidak memberikan informasi); (2) Penanganan Nilai Hilang (Missing 

Values) mengecek setiap nilai yang hilang (missing value) pada fitur numerik diisi menggunakan nilai median 
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dari masing-masing kolom fitur. Metode median dipilih untuk mengurangi sensitivitas terhadap data pencilan 

(outliers); dan (3) Normalisasi Data untuk seluruh fitur numerik dinormalisasi menggunakan skala Min-Max 

ke rentang [0,1] untuk menyamakan skala antar fitur. Proses ini penting karena K-NN merupakan algoritma 

berbasis jarak. Normalisasi dilakukan menggunakan rumus (5) [19]. 

 

𝑋′ =
𝑋−𝑋𝑚𝑖𝑛

𝑋𝑚𝑎𝑥−𝑋𝑚𝑖𝑛
                                (5) 

 

 

Gambar 1. Diagram Alir 

 

3.2.5. Seleksi Fitur Menggunakan ARO-DBSCAN 

Algoritma ARO akan digunakan untuk memilih subset fitur terbaik berdasarkan evaluasi fitness yang 

dihasilkan dari kombinasi ARO dan DBSCAN. DBSCAN akan membantu mengidentifikasi fitur yang saling 

berkorelasi dan menghapus fitur yang mengandung noise atau tidak relevan [20]. 

 

3.2.6. Pelatihan Model K-NN 

Setelah fitur relevan terpilih, model K-NN akan dilatih menggunakan subset fitur tersebut. Algoritma 

K-NN akan dioptimalkan untuk mengklasifikasikan data berdasarkan tetangga terdekat, dengan parameter K 

yang disesuaikan untuk memaksimalkan akurasi [21]. 

 

3.2.7. Evaluasi Model 

Evaluasi model akan dilakukan dengan menggunakan metrik seperti akurasi, precision, recall, dan F1-

score. Hasil klasifikasi dari model K-NN akan dibandingkan dengan data asli untuk mengevaluasi efektivitas 

seleksi fitur yang telah dilakukan [22] dijabarkan pada persamaan (6), (7), (8), (9). 
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Accuracy  = 
𝑗𝑢𝑚𝑙𝑎ℎ 𝑃𝑟𝑒𝑑𝑖𝑘𝑠𝑖 𝑏𝑒𝑛𝑎𝑟

𝑇𝑜𝑡𝑎𝑙 𝐷𝑎𝑡𝑎
 (6) 

Precision = 
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑡𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
 (7) 

Recall = 
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑡𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 (8) 

F1Score = 2 × 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (9) 

 

3. HASIL DAN PEMBAHASAN 

Bagian ini menyajikan hasil eksperimen dan analisis performa algoritma hybrid ARO-DBSCAN dalam 

seleksi fitur untuk klasifikasi K-Nearest Neighbor (K-NN). Eksperimen dirancang untuk membandingkan 

efektivitas ARO-DBSCAN dengan metode algoritma hybrid lain berbasis metaheuristik dan clustering. Dua 

konfigurasi eksperimen dilakukan dengan jumlah populasi kelinci masing-masing 15 dan 30, dengan iterasi 

sebanyak 100 kali. Evaluasi menggunakan metrik akurasi klasifikasi dan jumlah fitur terpilih (Number of 

Selected Features, NSF) serta metode statistik Friedman Test untuk menentukan peringkat performa setiap 

pendekatan. 

 

3.1. Evaluasi Akurasi Klasifikasi 

Hasil eksperimen menunjukkan bahwa pendekatan Hybrid ARO-DBSCAN berhasil meningkatkan 

akurasi keseluruhan model K-NN hingga 82% dibandingkan dengan K-NN standar yang hanya mencapai 61%. 

Evaluasi lebih lanjut terhadap akurasi per kategori menunjukkan bahwa CPUs mencapai akurasi tertinggi 

sebesar 98%, sementara kategori seperti Fridge Freezers dan Mobile Phones memiliki akurasi lebih rendah, 

masing-masing sebesar 70% dan 74%. 

 

Tabel 1. Evaluasi Akurasi Klasifikasi 

No. Kategori Akurasi 

1 CPUs 0.98 

2 Digital Camera 0.85 

3 Dishwasher 0.85 

4 Freezer 0.77 

5 Fridge freezer 0.70 

6 Fridge 0.82 

7 Microwave 0.80 

8 Mobile Phone 0.74 

9 TV 0.86 

10 Washing machine 0.87 

 

Dari Tabel 1 dapat dilihat bahwa kategori CPUs memiliki akurasi tertinggi (98%), menunjukkan bahwa 

model mampu mengenali fitur dan karakteristik dari produk CPU dengan sangat baik. Analisis mendalam 

menunjukkan bahwa fitur-fitur pada kategori CPU (misalnya, 'GHz', 'core', 'cache') sangat distingtif dan jarang 

ditemukan pada kategori produk lain. Hal ini memungkinkan ARO-DBSCAN untuk secara efektif mengisolasi 

fitur-fitur kunci ini, sementara DBSCAN berhasil mengeliminasi noise dari deskripsi umum. Implikasi 

praktisnya adalah metode ini sangat cocok untuk klasifikasi produk dengan spesifikasi teknis yang jelas dan 

unik. Hal ini kemungkinan karena fitur-fitur yang digunakan sangat khas dan tidak tumpang tindih dengan 

kategori lain. 

Namun, kategori seperti Fridge Freezers (70%) dan Mobile Phones (74%) memiliki akurasi lebih 

rendah, yang mengindikasikan bahwa model mengalami kesulitan dalam membedakan produk-produk ini dari 

kategori yang serupa. Kesulitan ini kemungkinan besar berasal dari tingginya tumpang tindih leksikal (lexical 

overlap) antara deskripsi ‘Fridge’ dan ‘Fridge Freezer’, dimana banyak istilah seperti ‘kapasitas’, ‘rak’, dan 

‘energi’ digunakan pada keduanya. ARO-DBSCAN, meskipun sudah mengurangi fitur, tampaknya masih 

mempertahankan fitur-fitur umum ini. implikasi praktisnya adalah untuk kategori produk yang sangat mirip, 

diperlukan rekayasa fitur (feature engineering) tambahan, seperti penggunaan n-gram atau TF-IDF yang lebih 

spesifik, sebelum menerapkan seleksi fitur otomatis. Hal ini perlu dianalisis lebih lanjut melalui Confusion 

Matrix, untuk memahami dimana terjadi kesalahan klasifikasi dan bagaimana cara mengatasinya. 

Hasil dari Tabel 2 ini menunjukkan distribusi jumlah sampel untuk setiap kategori dalam dataset uji, 

yang digunakan untuk mengevaluasi performa model klasifikasi. Dari data yang tersedia, kategori dengan 

jumlah sampel terbanyak adalah Fridge Freezers (1676 sampel), sementara kategori dengan jumlah sampel 

paling sedikit adalah Freezers (652 sampel). Ketidakseimbangan jumlah sampel ini dapat mempengaruhi 

akurasi model, karena kategori dengan lebih banyak data biasanya lebih mudah dikenali dibandingkan kategori 
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dengan sedikit sampel. Sebagai contoh, kategori seperti CPUs, TVs, dan Washing Machines, yang memiliki 

lebih dari 1000 sampel, kemungkinan besar memiliki akurasi lebih tinggi dibandingkan kategori seperti 

Microwaves dan Freezers. Model akan lebih terlatih untuk mengenali pola pada kategori dengan jumlah sampel 

lebih banyak, sementara kategori dengan sampel terbatas lebih rentan terhadap kesalahan klasifikasi. Untuk 

mengatasi masalah ini, strategi balancing dataset dapat digunakan, seperti teknik oversampling untuk kategori 

dengan jumlah data rendah atau undersampling pada kategori dengan jumlah sampel berlebihan agar model 

lebih seimbang dalam mengenali berbagai produk. 

 

Tabel 2. Distribusi Sampel per Kategori 

No. Kategori Jumlah Sampel 

1 CPUs 1139 

2 Digital Camera 826 

3 Dishwasher 1000 

4 Freezer 652 

5 Fridge freezer 1676 

6 Fridge 1102 

7 Microwave 694 

8 Mobile Phone 1223 

9 TV 1090 

10 Washing machine 1192 

 

3.2. Analisis Confusion Matrix 

Analisis confusion matrix pada Gambar 2 menunjukkan bahwa terdapat beberapa kesalahan klasifikasi 

yang cukup signifikan, terutama pada kategori yang memiliki kemiripan fitur. Sebanyak 341 Fridge Freezers 

diklasifikasikan sebagai Fridges, yang mengindikasikan bahwa model masih mengalami kesulitan dalam 

membedakan kedua kategori ini karena karakteristik yang serupa, baik dalam deskripsi produk maupun 

spesifikasi teknis. Selain itu, ditemukan bahwa 130 Dishwashers diklasifikasikan sebagai Freezers, yang 

kemungkinan besar disebabkan oleh kemiripan istilah yang digunakan dalam deskripsi produk, sehingga fitur 

yang diekstrak dari teks tidak cukup membedakan kedua kategori ini.  

Hal serupa terjadi pada Digital Cameras, dimana 87 sampel diklasifikasikan sebagai Mobile Phones, 

menunjukkan bahwa fitur yang digunakan masih belum cukup spesifik untuk membedakan antara perangkat 

kamera dengan ponsel, yang terkadang memiliki deskripsi produk yang mirip. Kesalahan klasifikasi ini 

menandakan perlunya optimasi fitur tambahan agar model lebih akurat dalam mengidentifikasi kategori produk 

dengan karakteristik yang hampir serupa. Salah satu solusi yang dapat diterapkan adalah pemilihan fitur 

berbasis TF-IDF yang lebih spesifik, yang dapat membantu dalam mengurangi kesamaan antar kategori dan 

meningkatkan akurasi klasifikasi, terutama pada produk dengan fitur teks yang memiliki pola serupa. Dengan 

peningkatan seleksi fitur ini, diharapkan model dapat lebih efektif dalam mengklasifikasikan produk secara 

lebih akurat dan mengurangi kesalahan prediksi yang masih terjadi. 

 

 

Gambar 2. Confusion Matrix 
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3.3. Distribusi Kategori dalam Dataset Testing 

Analisis pada Gambar 3 menunjukkan bahwa jumlah sampel untuk setiap kategori dalam dataset tidak 

seimbang. Fridge Freezers memiliki sampel terbanyak (1676), sedangkan Freezers memiliki jumlah sampel 

paling sedikit (652). Ketidakseimbangan ini dapat berpengaruh pada akurasi model, karena kategori dengan 

jumlah sampel lebih sedikit cenderung lebih sulit untuk dikenali dengan baik dibandingkan kategori dengan 

lebih banyak data. Model lebih terlatih untuk mengenali kategori yang memiliki banyak data, sementara 

kategori dengan sedikit sampel lebih sering diklasifikasikan sebagai kategori lain karena kurangnya informasi 

yang cukup dalam model. 

 

 

Gambar 3. Distribusi kategori dalam dataset testing 

 

3.4. Analisis ROC Curve 

Analisis kurva ROC pada Gambar 4 memberikan pemahaman lebih mendalam mengenai efektivitas 

model dalam melakukan pemisahan antar kategori produk melalui pengukuran True Positive Rate (TPR) dan 

False Positive Rate (FPR). Indikator Area Under Curve (AUC) digunakan untuk menilai tingkat akurasi model 

dalam proses klasifikasi. Kategori dengan nilai AUC mendekati 1.0, seperti CPUs yang mencapai 0.99, 

menunjukkan bahwa model mampu mengenali kategori tersebut secara hampir sempurna. Sementara itu, 

kategori Washing Machines dengan AUC 0.93 mengindikasikan bahwa model memiliki performa yang cukup 

andal dalam mengklasifikasikannya. Di sisi lain, beberapa kategori seperti Fridge Freezers dengan AUC 

sebesar 0.84 menunjukkan bahwa kemampuan model dalam membedakan produk tersebut masih belum 

optimal. Temuan ini mengarah pada kebutuhan untuk meningkatkan relevansi fitur yang digunakan, 

memperbaiki teknik representasi data, atau menerapkan metode penyeimbangan kelas agar performa model 

pada kategori dengan AUC lebih rendah dapat ditingkatkan secara signifikan. 

 

 
Gambar 4. Analisis ROC Curve 

 

3.5. Perbandingan K-NN vs Hybrid ARO-DBSCAN 

Pendekatan Hybrid ARO-DBSCAN (Gambar 5) memberikan peningkatan akurasi dibandingkan K-NN 

tanpa seleksi fitur, terutama dalam mengoptimalkan pemilihan atribut yang paling relevan untuk klasifikasi. 

K-NN tanpa seleksi fitur cenderung mengalami penurunan akurasi karena masih mengandung noise dan fitur 
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yang redundan, yang menyebabkan model bekerja kurang efisien dan lebih rentan terhadap kesalahan 

klasifikasi. Dengan diterapkannya Hybrid ARO-DBSCAN, fitur yang tidak relevan dapat dieliminasi melalui 

kombinasi eksplorasi metaheuristik dari Artificial Rabbits Optimization (ARO) dan clustering berbasis 

kepadatan dari DBSCAN. Pendekatan ini tidak hanya meningkatkan efisiensi pemrosesan data tetapi juga 

mampu menghasilkan klasifikasi yang lebih akurat dibandingkan metode tradisional. Meskipun metode ini 

berhasil meningkatkan akurasi secara keseluruhan, beberapa kategori masih menunjukkan performa lebih 

rendah, seperti Fridge Freezers dan Freezers, yang memiliki karakteristik yang cukup mirip dengan kategori 

lain sehingga menyulitkan proses klasifikasi. Oleh karena itu, perbaikan lebih lanjut dapat dilakukan melalui 

optimasi seleksi fitur serta penyesuaian parameter clustering agar model lebih presisi dalam membedakan 

produk dalam kategori yang memiliki deskripsi dan fitur yang serupa. 

 

 

Gambar 5. Performa metrik per kategori 

 

Analisa detail performa model pada Gambar 5 menunjukkan bahwa kinerja klasifikasi berbeda pada setiap 

kategori produk. Kategori CPUs menampilkan hasil yang sangat optimal dengan Presisi 1.00, Recall 1.00, dan 

Skor F1 0.98, menegaskan kemampuan identifikasi yang hampir sempurna. Kategori Digital Cameras dan 

Dishwashers juga mencatat performa tinggi dalam kisaran 0.88–1.00. Sebaliknya, kategori Freezers 

mengalami penurunan nyata pada Recall (0.60), sehingga masih terdapat kesalahan dalam mengenali sampel 

sebenarnya. Fridge Freezers berada pada tingkat performa menengah dengan skor 0.75–0.78. Pada kategori 

Fridges, Precision rendah (0.45) menunjukkan tingginya prediksi salah. Kategori Microwaves, Mobile Phones, 

dan TVs menunjukkan performa yang konsisten tinggi (0.80–1.00). Sementara Washing Machines menjadi 

salah satu kategori paling unggul dengan skor mendekati sempurna (1.00, 0.95, 0.93), sehingga menunjukkan 

generalisasi model yang sangat efektif. 

  

4. KESIMPULAN 

Penelitian ini menunjukkan bahwa pendekatan hybrid Artificial Rabbits Optimization (ARO) dan 

DBSCAN dalam seleksi fitur secara signifikan meningkatkan akurasi klasifikasi K-Nearest Neighbor (K-NN). 

ARO-DBSCAN secara konsisten mengungguli metode ARO dan AROD, baik dalam aspek akurasi maupun 

efisiensi pemilihan fitur, dengan pemilihan fitur lebih sedikit tanpa mengorbankan kualitas model. Keunggulan 

ARO-DBSCAN terletak pada kombinasi eksplorasi metaheuristik dan clustering berbasis kepadatan, yang 

memungkinkan pemilihan fitur lebih relevan dan menghindari solusi lokal. Dibandingkan metode hybrid lain 

seperti GA-DBSCAN dan PSO-DBSCAN, ARO-DBSCAN tetap unggul dalam stabilitas dan performa 

pemrosesan data berdimensi tinggi. Dengan demikian, ARO-DBSCAN menawarkan solusi yang lebih adaptif 

dan efisien dalam seleksi fitur, berkontribusi pada peningkatan akurasi klasifikasi serta efisiensi komputasi 

dalam berbagai aplikasi berbasis big data. 
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