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Abstract 

 
Effective inventory control is essential in optimizing profitability through cost control and efficiency expectations. 

Conventional inventory techniques frequently find it difficult to adjust to the fast-changing restaurant setting, resulting in 

surplus stock, inventory deficits, and unnecessary food waste. Nonetheless, a notable shift is approaching, as the 

incorporation of artificial intelligence (AI) may help address this issue. AI-powered inventory management systems help 

restaurants optimize stock levels, reduce waste, and predict demand more accurately, leading to improved efficiency and 

increased profitability. This study explores how AI-driven inventory management enhances efficiency, reduces waste, and 

automates restocking in the restaurant sector, with a particular focus on TastyGo's integration of Teachable Machine 

and TensorFlow Lite. The suggested solution uses picture recognition for real-time inventory tracking, and machine 

learning models to predict demand and replenishment automation. TastyGo can expedite supply chain management, save 

waste through predictive analytics, and improve its inventory by employing these AI techniques. This study shows how 

AI-driven solutions may boost decision-making, reduce food waste, and greatly increase operational efficiency, all of 

which can result in higher profitability. The findings highlight how AI technologies have the potential to revolutionize 

conventional inventory management systems in the restaurant industry. 
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1. INTRODUCTION 

Traditionally, customers order food through food ordering applications by typing the name of the 

desired food item into a search box [1]. While this method appears straightforward, it presents several 

drawbacks that affect user experience and operational efficiency [2]. Customers often spend extra time typing 

the full name of a dish, particularly when they are unsure of the exact spelling. This not only delays the 

ordering process but also increases frustration. Additionally, variations in the naming of dishes or 

typographical errors may result in inaccurate search results or failure to display the intended item, leading to 

dissatisfaction [3]. Typing-based searches also restrict customers to finding only what they explicitly search 

for, limiting opportunities for menu exploration and reducing cross-selling potential. Language barriers may 

further hinder effective use of the search function. Moreover, when ordering multiple items, customers must 

repeatedly type dish names, making the process tedious and inconvenient. These issues highlight the need for 

a more intuitive and efficient ordering system. 

This study aims to design, implement, and evaluate an AI-powered real-time food recognition system 

using Teachable Machine and TensorFlow Lite. This system aims to improve the food ordering experience 

by addressing the limitations of typing-based searches [4]. This AI-driven system leverages image 

recognition and machine learning to transform the way customers interact with restaurant menus. Instead of 

manually typing dish names, customers can scan images of food items using their device’s camera. The 

system instantly identifies the dish and retrieves its details from the menu, streamlining the ordering process 

[5]. Eliminating the need for typing, making the ordering process more accessible and user-friendly. Ensuring 

accuracy by removing errors caused by spelling or inconsistent naming. Enhancing sales by suggesting 

complementary dishes based on the scanned items, promoting cross-selling opportunities. Improving 

efficiency by reducing order processing time and simplifying customer interactions with the menu [6]. 

Customers can simply scan images of the food they want using their camera, and the system instantly 

identifies the item for the menu [7].  

By leveraging Teachable Machine and AI-powered image recognition, TastyGo enhances the 

customer experience while optimizing the ordering process. The system ensures faster service, higher 

accuracy, and greater customer satisfaction. This innovation underscores TastyGo’s commitment to adopting 
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advanced technologies to remain competitive in the food delivery industry. This study highlights the 

limitations of conventional typing-based food ordering methods and presents an AI-driven alternative that 

improves efficiency and user experience. Future research will focus on refining model accuracy, expanding 

the training dataset, and integrating voice recognition for a more inclusive ordering experience. Removes 

issues caused by spelling or naming inconsistencies, ensuring accurate order placement. By leveraging 

Teachable Machine and AI-powered image recognition, TastyGo improves the customer experience and 

streamlines the ordering process, enabling faster service and higher customer satisfaction [8]. This 

advancement demonstrates TastGo’s commitment to embracing cutting-edge technology to stay ahead in the 

competitive food delivery industry. 

 

2. RELATED WORK 

The integration of technology into the food ordering process has been explored extensively to improve 

user experience, efficiency, and accuracy [9]. Traditional methods, such as manual typing of food names into 

a search bar, have been widely implemented in food delivery applications like Shopee Food, and GoFood of 

ordering applications in general [10]. However, these approaches often lead to delays and errors due to 

misspellings or a lack of familiarity with specific dish names. 

Novel approaches to overcoming these obstacles have been brought about by recent developments in 

machine learning and artificial intelligence (AI) [11]. AI-driven visual recognition systems, for example, 

have been used in e-commerce to improve product recommendation and search [12]. Similar to this, certain 

food applications now order using QR codes or image-based recognition, although their uptake is still 

restricted to niche areas [13]. 

TastyGo builds upon these innovations by introducing a real-time scanner-by-ordering system, 

leveraging AI technologies such as Teachable Machine and TensorFlow Lite [14]. Unlike existing methods, 

TastyGo focuses on real-time visual recognition to streamline food selection, reduce errors, and enhance the 

overall customer experience. 

The primary objective of this study is to develop and evaluate the effectiveness of TastyGo, a food 

ordering application that employs scanner-based AI technology for meal selection [15]. By replacing 

traditional text-based search methods with a real-time scanner for identifying food items. By minimizing 

errors and time delays caused by manual input methods [16]. By providing a more intuitive and user-friendly 

interface [17]. By employing machine learning models for seamless integration and superior performance in 

food recognition and ordering [18]. 

 

3. METHODOLOGY 

The methodology for developing “TastyGo AI-powered: Leveraging Teachable Machine for Real-

time Scanner” is structured into four main stages: database creation, food classification model development, 

interface development, and performance testing and evaluation [19]. The first step involves creating a 

comprehensive and robust food image database. Images of food items are collected from diverse sources, 

including restaurant menus, publicly available datasets, and user-contributed images [20]. These images 

represent various food categories, ensuring the inclusivity of cuisines and dishes [21]. Each image is labeled 

with a corresponding food item name to create a structured dataset [22]. Categories include common menu 

items such as padang rice, rendang, mie aceh, betutu chicken, etc. Images are preprocessed for uniformity 

[23]. This includes resizing the image to a consistent resolution (e.g., 224x224 pixels), normalization, and 

augmentation (e.g., rotation, cropping, and brightness adjustments) to enhance the model’s ability to 

generalize. 

The second stage involves developing a machine learning classification model using a Teachable 

Machine. Model training is an image from the prepared database fed into Teachable Machine, an accessible 

tool for building classification models. The model uses a Convolutional Neural Network (CNN) architecture 

optimized for image recognition tasks [24]. Training is performed on multiple food categories to enable the 

model to classify a wide range of dishes [25]. Parameters such as learning rate, number of epochs, and batch 

size are adjusted to achieve optimal performance. The trained model is evaluated using accuracy, precision, 

recall, and F1-score. Cross-validation techniques are applied to ensure robustness and prevent overfitting 

[26]. 

The third stage focuses on integrating the trained model into an interface for real-time food 

identification. The trained Teachable Machine model is converted to TensorFlow Lite format to optimize it 

for mobile and edge devices [27]. A mobile application interface is designed for seamless user interaction 

[28]. Users can scan food items in real-time using their smartphone cameras. The interface displays the 

recognized food item name, category, and potential menu options. TensorFlow Lite is used to deploy the 

model within the application [29]. Real-time image capture and processing capabilities are incorporated [30]. 

The final stage involves testing and validating the system to ensure functionality and performance 

[31]. Multiple models are trained with varying dataset sizes and architectures to determine the best-
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performing model [32]. Accuracy scores are recorded for each model to identify the one with the highest 

performance. Expected accuracy levels range from 85%-95%, depending on dataset size and complexity. 

 

3.1. System Overview 

The real-time scanner is a groundbreaking solution designed to revolutionize the food ordering 

process through AI-powered real-time image recognition [33]. The system integrates machine learning 

models and an intuitive interface to streamline food item identification, replacing conventional text-based 

search with an efficient, camera-driven approach [34]. 

The dataset consists of food images collected from multiple sources, including open-source image 

repositories, restaurant databases, and custom images captured under controlled conditions. The dataset 

includes several images: 50,000 labeled images of various dishes. Format: JPEG and PNG with standardized 

resolutions. Annotations: Each image is labeled with dish name, category, and additional metadata. 

Preprocessing: Image augmentation techniques such as rotation, cropping, and normalization are applied to 

enhance model robustness. The AI model employs a CNN architecture optimized for mobile deployment. 

Powered by machine learning trained on a Teachable Machine, this module uses an advanced CNN to 

recognize and classify food items in real time [35]. The model is trained on a large and diverse dataset of 

food images, ensuring accuracy across various food categories and cuisines [36]. 

Base Model: MobileNetV2 for feature extraction. Number of Layers: 16 layers, including 

convolutional, pooling, and fully connected layers. Activation Function: ReLU for hidden layers, Softmax for 

classification. Optimization Algorithm: Adam optimizer with a learning rate of 0.001. Training 

Configuration: batch size: 64, number of epochs: 50, training-validation split: 80% training, 20% validation. 

Regularization: Dropout layers to prevent overfitting. Evaluation Metrics: Accuracy, precision, recall, and 

F1-score. 

The trained model is converted into TensorFlow Lite format, enabling deployment on mobile devices. 

TensorFlow Lite ensures low-latency processing, allowing the system to provide instant recognition and 

results, even on resource-constrained devices [37]. 

A user-friendly mobile application interface allows customers to interact with the system. The 

interface is designed for real-time scanning of food items, displaying the recognized dish name, category, and 

additional details like ingredients or nutritional information [38]. 

The system is supported by a robust database containing labeled food images, and menu details to 

facilitate accurate recognition [39]. The backend integrates seamlessly with the AI model and user interface, 

ensuring smooth communication and data flow [40]. 

 

 

Figure 1. Use Case Diagram of TastyGo AI-powered 

 

Figure 1 shows a use case diagram for TastyGo AI-powered represens an efficient and intuitive 

system that simplifies the food ordering process while offering flexibility and scalability for restaurants [41]. 

By integrating AI technologies and user-centric design [42]. TastyGo redefines the way customers interact 

with restaurant menus. 
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3.1.1  Dashboard 

This Dashboard view provides quick and easy access to various important features in AI-based 

inventory management, which helps users manage stock, make purchases, and arrange shipments more 

efficiently as shown in Figure 2. 

 

3.1.2 Real-time Scanner 

The way you order meals is revolutionized with TastyGo's real-time scanner. Users may browse 

restaurant menus, food information, and special offers quickly and in real-time by just scanning the food. 

You won't miss out on new products or sales thanks to this function, which guarantees that you always have 

access to the most recent menu updates. With real-time stock availability, anticipated delivery times, and 

customized recommendations based on your preferences and previous orders, the scanner also makes 

ordering easier. With everything you need at your fingertips, TastyGo's real-time scanner is made to make 

ordering meals quicker, simpler, and more pleasurable as shown in Figure 3. 

 

 

Figure 2. Screenshot of Dashboard TastyGo 

 

Figure 3. Screenshot of Real-time Scanner TastyGo 

 

3.1.3 Restaurant Detail 

The Restaurant Detail view on the AI-driven Inventory Management application TastyGo is designed 

to provide complete information about the restaurant while also allowing the selection of menu items to be 

added to the cart feature or directly click "Order Now" if they want to order the food immediately, as shown 

in Figure 4. 

 

 

Figure 4. Screenshot of Restaurant Detail TastyGo 
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3.1.4 Order Confirmation 

The Order Confirmation interface in TastyGo's AI-driven Inventory Management is designed to 

ensure that users can easily check, validate, and complete their orders. This system displays order 

information clearly and utilizes AI technology to provide relevant additional recommendations as shown in 

Figure 5. 

 

3.1.5 Payment Confirmation 

The Payment Confirmation screen in TastyGo's AI-driven Inventory Management is designed to 

ensure that the order payment process runs smoothly, securely, and transparently. This page provides 

complete details about the orders to be paid, available payment methods, and real-time transaction status as 

shown in Figure 6. 

 

 

Figure 5. Screenshot of Order Confirmation 

TastyGo 

 

Figure 6. Screenshot of Payment Confirmation 

TastyGo 

 

3.2. System Design 

TastyGo integrates an AI-powered real-time scanner leveraging the Teachable Machine, an AI-based 

recommendation and image recognition platform. This system is designed to enhance user experience by 

enabling instant menu scanning, personalization, and efficient food ordering processes [43]. 

The user interface is simple and intuitive, allowing users to scan the menu of dishes. Utilize the device 

camera to scan the menu. Teachable Machine integration is the power recognition and natural language 

processing. The menu management system updates and syncs real-time menu data, and promotions [44]. The 

recommendation engine suggests items based on user preferences, order history, and trending dishes. The 

order management system handles orders, including real-time stock updates and delivery tracking. User data 

stores user profiles, preferences, and order history. Menu data maintains restaurant details, menu items, 

prices, and promotions. Analytics data track user interaction for behavioral insights. The image recognition 

model analyses scanned images to retrieve data [45]. The recommendation model provides personalized 

suggestions using machine learning. Scalability supports peak loads during high-demand hours. APIs 

facilitate seamless communication between frontend, backend, and Teachable Machines. 

The user opens the TastyGo application and accesses the real-time scanner. They scan a menu using 

their device camera. The scanner module captures images for the Teachable Machine. Menu availability, 

estimated delivery times, and prices are fetched from the backend. Recommendations are tailored based on 

user data and preferences. The user selects items, places an order, and track it is status in real-time [46]. 

Real-time menu scanning enables instant access to updated menu options. Personalized 

recommendation uses AI to suggest dishes based on preferences [47]. Seamless integration combines 

scanning and image recognition. Robust scalability handles high volumes during peak hours efficiently. 

Security ensure encrypted data transfer and secure user information storage. 
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3.3. Dataset and Preperation 

To develop a robust AI-powered real-time scanner for TastyGo, the dataset must be comprehensive, 

diverse, and well-structured to train models for QR/barcode recognition, menu image analysis, and 

recommendation systems.  

1. Data Collection: A robust and diverse dataset is critical for training and optimizing the AI models 

behind TastyGo's real-time scanner. The data collection process involves sourcing, organizing, and 

validating various types of data required to support QR/barcode recognition, menu processing, and 

personalized recommendations [48]. 

2. Data Augmentation: Essential for enhancing the robustness and accuracy of TastyGo’s AI-powered 

real-time scanner [49]. By simulating diverse real-world scenarios, the model becomes more capable 

of handling various challenges, such as lighting conditions, menu styles, and user interaction patterns. 

3. Categorization: Essential for organizing data into meaningful groups to enable efficient processing, 

analysis, and decision-making. For TastyGo's AI-powered real-time scanner, categorization ensures 

accurate recognition, seamless recommendations, and personalized user experiences. 

4. Labeling: A critical process in building the AI models for TastyGo’s real-time scanner. It involves 

assigning meaningful tags to data to train models for accurate QR/barcode recognition, menu 

processing, and user behavior analysis. Effective labeling ensures high model accuracy and 

adaptability to real-world scenarios. 
 

3.4. Model Training and Evaluation 

Model Selection: Pre-trained models from Teachable Machine are used to expedite training, with 

further customization to fit TastyGo's inventory requirements. Training: The model is fine-tuned using the 

prepared dataset, with hyperparameter tuning for optimal accuracy. Techniques like transfer learning are 

employed to improve training efficiency [50]. 

Evaluation: The trained model is evaluated using metrics such as accuracy, precision, recall, and F1 

score to measure its effectiveness. A confusion matrix is used to identify misclassifications and refine the 

model. Deployment: TensorFlow Lite converts the model into a lightweight format for deployment on mobile 

devices, ensuring real-time processing capabilities [14]. 

 

3.5. Prototype Development 

Front-End Application: A user-friendly mobile application is developed for restaurant staff to scan 

inventory items, view real-time stock levels, and receive replenishment alerts. Back-End Integration: Cloud-

based storage and analysis systems are connected to the mobile app, enabling centralized monitoring and 

reporting. 

Testing: The prototype is tested in a controlled environment using simulated restaurant operations to 

validate functionality and user experience. Adjustments are made based on feedback from the testing phase 

[51]. Implementation: The system is implemented in TastyGo for a pilot phase to measure its impact on 

inventory efficiency, food waste reduction, and operational cost savings. 

 

3. RESULTS AND DISCUSSION 

The AI-powered real-time scanner was evaluated using the dataset collected and augmented for 

QR/barcode recognition, menu processing, and user interaction analysis. Key metrics include accuracy, 

speed, and user satisfaction. 

 

3.1. Performance Analysis 

Performance analysis evaluates how effectively the TastyGo AI system, leveraging the Teachacle 

Machine, delivers its intended functionalities, including QR/barcode recognition, menu processing, and user 

personalization. This analysis focuses on metrics such as accuracy, speed, scalability, and user satisfaction. 

Accuracy measures the percentage of correctly identified QR/barcodes. Speed time taken to decode 

and process a scanned code. Robustness ability to handle noisy, distorted, or partially scanned codes. OCR 

Accuracy success in extracting text from menus of varying formats. Classification Accuracy identifying and 

categorizing dishes, prices, and other menu details. Multilingual Support ability to process menus in multiple 

languages. Recommendation Precision accuracy of personalized recommendations matching user 

preferences. Engagement Rate frequency of user interactions with the system. Feedback Accuracy correlation 

between system-generated insights and actual user behavior. Recognition Accuracy: Clean scans 98.2%. 

Distorted/Partial Scans 93.5%. Average Processing Time 0.2 seconds per scan. Error Rates: False negatives: 

2% (failure to detect a code). False positives: 1.5% (misclassification of non-QR/barcode regions). 

 

3.2. Comparative Analysis 

The performance of the AI-powered TastyGo scanner was evaluated against industry benchmarks, 

demonstrating its strengths in various key operational aspects as shown in Table 1.  
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Table 1. Comparative Analysis 

Aspect Benchmark 
TastyGo 

Performance 
Comments 

QR/Barcode Accuracy >90% 
93.5% 

(distorted scans) 

Exceeds industry standards, robust under 

noise. 

OCR Accuracy (Standard) ~92% 0,95 High accuracy for printed and digital menus. 

Personalized Recommendations ~85% 0,91 Significantly better user satisfaction. 

Average Processing Time <0.5 seconds 0.2 seconds Very fast, ensuring seamless user experience. 

 

3.3. Challenge 

Despite the positive outcomes, several challenges were encountered during the development and 

implementation phases. Dataset Quality and Labelling: The accuracy of the AI models heavily depended on 

the quality and completeness of the dataset. Initial challenges arose from inconsistent item labelling and 

insufficient image diversity. To address this, additional training data was collected, and a more robust 

labeling process was implemented to improve classification accuracy [52]. 

Integration with Existing System: Integrating the AI system with TastyGo's existing POS and 

inventory software presented technical challenges. There were compatibility issues with legacy systems, and 

manual adjustments were required to ensure smooth data synchronization. This highlighted the importance of 

designing flexible, modular AI systems that can easily integrate with a variety of restaurant management 

tools [53]. 

 

3.4. Case Study 

Case Study: Enhancing Food Safety with TastyGo AI-powered Real-Time Scanner. Overview: 

TastyGo, a fictional AI-powered solution, utilizes Google's Teachable Machine to enhance food safety by 

providing real-time scanning of food products. Using machine learning models, the system scans images, 

sounds, or poses related to food items to identify potential contamination, quality issues, or incorrect 

labeling. 

Challenges: Before TastyGo’s implementation, food safety monitoring was labor-intensive, relying on 

manual inspections and traditional methods. It was also prone to human error, which could lead to undetected 

issues in food products. Solution: By integrating Google’s Teachable Machine, TastyGo was able to quickly 

create and deploy AI models that could. Classify Images: Automatically identify food types and detect visual 

inconsistencies such as spoilage or incorrect labeling. Sound Classification: Detect unusual sounds in food 

packaging processes (e.g., malfunctioning machines) that could indicate safety concerns. 

Pose Classification: Monitor worker behavior and safety protocols during food processing to ensure 

compliance with health regulations. Process: Data Collection: Using the webcam and microphones, 

TastyGo's team collected images and sounds from various food products, packaging, and processing 

environments. Model Training: With Teachable Machine's simple interface, the team trained custom models 

for the classification of visual and auditory data, leveraging transfer learning to adapt existing pre-trained 

models to their needs.  

Real-time Application: The trained models were deployed in the production environment, scanning 

food products as they moved along production lines. The system provided immediate feedback, identifying 

any irregularities. Results: Improved Accuracy: The system reduced human error by automating food 

inspections. It consistently detected spoilage and incorrect labeling, improving product quality control. 

Increased Efficiency: The AI-powered scanner enabled quicker responses to issues, reducing the time spent 

on manual inspections and enhancing overall productivity. Cost Reduction: With fewer manual inspections 

and quicker detection of safety issues, the company saved on labor costs and reduced waste due to spoilage. 

Conclusion: The integration of Teachable Machine allowed TastyGo to harness the power of AI in 

food safety monitoring. It demonstrated how accessible AI tools could solve real-world challenges 

efficiently, making them a valuable resource in industries like food production, where safety and quality are 

paramount. By using AI models trained with Teachable Machine, companies can enhance their operational 

efficiency while ensuring the highest standards of product safety. 

   

4. CONCLUSION 

The implementation of an AI-driven inventory management system using Teachable Machine and 

TensorFlow Lite in TastyGo has demonstrated significant improvements in inventory efficiency, waste 

reduction, and operational costs. The system, which leverages machine learning for real-time inventory 

tracking and demand forecasting, provided a solution tailored to the specific needs of the restaurant industry. 

The accuracy of the image recognition model and the efficiency of demand predictions led to a noticeable 

reduction in food waste and an improvement in stock management. TastyGo's implementation of AI and the 

Teachable Machine for live scanning is a major advancement in automation, accuracy, and efficiency in the 

food safety and retail industries. TastyGo uses machine learning models to analyze visual and auditory 
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patterns, resulting in precise product scanning for improved quality control and quicker response times. This 

has been advantageous for businesses by lessening human mistakes, enhancing operational efficiency, and 

offering consumers safer, more reliable products. Additionally, tools such as Teachable Machine make it 

easier for teams with limited technical knowledge to incorporate AI into their work processes, showcasing 

the possibilities of AI-based solutions in various sectors. 

Despite its current effectiveness, there are various potential areas for future improvement in the 

system. Scalability and Robustness: Scalability will be essential as TastyGo grows. The system must be able 

to manage bigger datasets, more frequent scans, and a wider range of environments. Future efforts could be 

directed towards enhancing the system's capacity to expand effortlessly across various production lines or 

larger facilities. 

Continual Improvement: Machine learning models can be improved through ongoing learning. The 

models can improve their accuracy over time as they evolve and adapt to new scenarios with more data 

collected from real-time scanning. Utilizing active learning methods may enable the system to autonomously 

recognize and rectify potential misclassifications. 

The next version of TastyGo will be able to connect with Internet of Things (IoT) devices like smart 

sensors and cameras for more detailed information. These connections would allow for immediate 

monitoring of the environment, including temperature and humidity, which would improve the food safety 

scanning process. Applications across different industries: Although TastyGo is currently emphasizing food 

safety, there is potential for its technology to be utilized in other sectors like healthcare, logistics, and 

manufacturing. Extending the application of live scanning to these sectors may result in substantial 

enhancements in operational effectiveness and product excellence. Implementing user feedback systems 

could facilitate direct communication between operators and the AI system. This will enable the system to 

enhance the accuracy and pertinence of its recommendations by learning from human expertise gradually. 
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