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Abstract 

 
This research focuses on developing a simulation model for forming student study groups using an enhanced K-Means 

algorithm, addressing the challenge of optimizing group dynamics to improve learning outcomes. By analyzing the 

effectiveness of the formed study groups through Root Mean Square Error (RMSE) after dimensionality reduction with 

various regression models—including Linear Regression, Ridge Regression, Lasso Regression, Elastic Net, Random Forest 

Regressor, Gradient Boosting Regressor, and XGBoost Regressor—we aim to provide educators with a robust tool for 

assessing group configurations. The study identifies four distinct clusters, revealing that "Previous_Score" and 

"Attendance" are critical variables, achieving a highest Silhouette Score of 0.64 with five selected features. The ridge 

regression model also yielded a low RMSE of 0.045, explaining 72.39% of the variance in "Exam_Score." The findings 

suggest that targeted interventions tailored to each cluster—yellow, purple, blue, and green—can enhance academic 

outcomes by addressing specific student needs. This data-driven approach optimizes group dynamics and fosters a more 

inclusive learning environment, enhancing academic performance and cultivating essential social skills. The study 

underscores the potential of machine learning techniques in education and suggests avenues for future research into 

alternative clustering methods and their long-term impact on student engagement and success. 
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1. INTRODUCTION 

Effective learning relies heavily on forming appropriate study groups that foster collaboration and 

enhance understanding of the material, allowing students to share diverse perspectives and resources. Forming 

appropriate study groups significantly impacts student engagement and motivation by fostering a sense of 

belonging, enhancing social skills, and improving academic performance. Research indicates that study groups 

can create a supportive community, which is crucial for enhancing motivation and accountability, particularly 

in online learning environments. For instance, a study found that students participating in study-together groups 

reported a higher sense of belonging and improved academic performance, especially among those with lower 

academic preparation and motivation [1]. Teacher learning groups (TLGs) also highlight the importance of 

social learning, where factors such as autonomous choices, sharing, and support are key to maintaining 

motivation [2]. The size of the study group, whether small or large, does not inherently affect motivation; 

rather, the method of delivery and the student's responsibility play more significant roles [3]. Inclusive study 

group formation, which allows for continuous refinement and matching based on student needs, has been 

shown to provide positive experiences and higher exam scores, particularly benefiting students from 

underrepresented backgrounds [4]. Additionally, grouping students with similar engagement levels can 

enhance learning achievement and satisfaction, particularly for low and high-engagement students, respectively 

[5]. 

Conventional methods in forming study groups often do not optimally consider various student 

characteristics. Conventional methods of forming study groups often face several weaknesses that hinder 

effective learning outcomes. One primary issue is the lack of consideration for the compatibility and aptness 

of group members, which is crucial for achieving productive collaborative learning. Traditional approaches 

may not adequately account for the diverse static and dynamic characteristics of students, leading to suboptimal 
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group dynamics and learning experiences [6]. Additionally, the selection of inappropriate tools for group 

formation can result in poorly structured groups, which may lead to student dissatisfaction and reduced learning 

effectiveness. This is exacerbated by the potential for bullying tendencies if group compositions do not consider 

social dynamics and student preferences [7]. Furthermore, conventional methods often fail to establish clear 

learning outcomes and structured tasks, which are essential for fostering critical thinking and problem-solving 

skills within study groups. Without these elements, students may not engage effectively, and the group may 

not function optimally [8]. Another significant drawback is the tendency for small groups to not continue 

collaboration outside of class, which limits the potential for sustained learning and development. Additionally, 

grading based on group performance can create perceptions of unfairness, particularly if there is an imbalance 

in contributions among group members [9]. Finally, traditional group formation methods often overlook the 

need for systematic reformation based on individual skills and personalities, which can significantly impact 

learning outcomes. Empirical studies suggest that reorganizing groups during a course can lead to improved 

educational results, highlighting the importance of dynamic group management [10]. Overall, these weaknesses 

underscore the need for more sophisticated and adaptive group formation strategies to enhance collaborative 

learning outcomes. Innovative approaches that prioritize individual learning styles and preferences can lead to 

more effective collaboration, fostering an environment where all students feel valued and empowered to 

contribute. 

With the increasing complexity of available student data and advances in machine learning, there is an 

opportunity to use the K-Means algorithm to group students based on relevant data [11]. The application of the 

K-Means algorithm for student grouping has been explored across various educational contexts, demonstrating 

its versatility and effectiveness. In the context of higher education, K-Means has been used to cluster students 

based on their areas of expertise, such as Software Engineering and IT Entrepreneurship, by analyzing their 

course scores. This approach successfully grouped students into distinct clusters, aiding in the identification of 

their strengths and potential thesis topics [12]. Similarly, in elementary education, K-Means has been employed 

to group students receiving financial aid from the Smart Indonesia Program (PIP) based on socio-economic 

factors, ensuring a fair distribution of resources [13]. In military education, K-Means was used to categorize 

students at the Pusdikjas institution into clusters based on performance metrics, which helped in assessing 

student capabilities and tailoring educational strategies [14]. However, traditional K-Means clustering can 

sometimes result in imbalanced group sizes. Generally, limitations in such studies may include challenges in 

selecting the optimal number of clusters, sensitivity to outliers, and assumptions about data distribution. 

This research focuses on developing a simulation model for forming student study groups using an 

enhanced K-Means algorithm, while also analyzing the effectiveness of the formed study groups through 

RMSE (Root Mean Square Error) after dimensionality reduction using models such as such as Linear 

Regression, Ridge Regression, Lasso Regression, Elastic Net, Random Forest Regressor, Gradient Boosting 

Regressor, and XGBoost Regressor. The simulation model aims to provide educators with a robust tool for 

assessing group dynamics, enabling them to make more informed decisions about student placements based on 

individual learning styles and performance metrics. By leveraging this model, educators can identify the most 

effective group configurations that foster collaboration and maximize each student's strengths, thereby creating 

a more inclusive and supportive learning environment. This approach not only enhances academic performance 

but also cultivates essential social skills and teamwork among students, preparing them for future collaborative 

endeavors in both educational and professional settings. 

 

2. RESEARCH METHODS 

This research adopts a structured methodological approach as shown in Figure.1, using a dataset titled 

“Student Performance Factor”, available on the Kaggle platform [15]. This dataset contains relevant academic 

information about students for analysis. The next stage involves data preprocessing, during which the data is 

cleaned and prepared to ensure optimal quality and consistency. Once the data is ready, the data modeling 

process is conducted by applying the K-Means algorithm through a series of steps designed to enhance its 

performance. We performed dimensionality reduction using models such as Linear Regression, Ridge 

Regression, Lasso Regression, Elastic Net, Random Forest Regressor, Gradient Boosting Regressor, and 

XGBoost Regressor to eliminate irrelevant columns based on RMSE. The formula for RMSE: 

 

RMSE =  √
∑ (ýᵢ−yᵢn

i=1 )2

n
                                                                           (1) 

 

Where, ýᵢ are predicted value, yᵢ are observed value and n is thenumber observations. 

Dimensionality reduction techniques using various regression models, including Linear Regression, 

Ridge Regression, Lasso Regression, Elastic Net, Random Forest Regressor, Gradient Boosting Regressor, and 

XGBoost, have been explored in literature. These models are evaluated based on their performance metrics, 

particularly RMSE, to assess their effectiveness in reducing irrelevant features. The goal of using RMSE in the 

context of dimensionality reduction is to identify which features contribute the least to the model's predictive 
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power, allowing for their removal [16]. In the realm of data analysis, dimensionality reduction has become a 

critical technique for enhancing model performance, particularly when dealing with high-dimensional datasets. 

Various regression models, including Linear Regression, Ridge Regression, Lasso Regression, Elastic Net, 

Random Forest Regressor, Gradient Boosting Regressor, and XGBoost Regressor, have been employed to 

eliminate irrelevant features based on performance metrics such as Root Mean Square Error (RMSE). For 

instance, studies have demonstrated that Lasso Regression, with its inherent feature selection capability, 

effectively reduces dimensionality by shrinking less important feature coefficients to zero, thereby simplifying 

the model without sacrificing predictive accuracy [17]. Similarly, Ridge Regression has been shown to mitigate 

multicollinearity issues in high-dimensional data, allowing for more stable estimates and improved model 

interpretability [18]. 

Moreover, ensemble methods like Random Forest and Gradient Boosting have gained traction for their 

ability to handle irrelevant features through their built-in feature importance measures. Research indicates that 

these models can significantly enhance predictive performance by focusing on the most relevant features while 

discarding those that contribute little to the outcome [19]. XGBoost, in particular, has been recognized for its 

efficiency and effectiveness in large datasets, often outperforming traditional regression techniques by 

leveraging advanced regularization techniques to prevent overfitting and improve generalization [20]. 

However, the process of dimensionality reduction is not without its challenges. Selecting the optimal number 

of features can be complex, and reliance on RMSE as a sole metric may overlook other important aspects of 

model performance, such as interpretability and computational efficiency. Additionally, the sensitivity of 

certain models to outliers can skew results, leading to suboptimal feature selection [21]. Overall, while 

dimensionality reduction using these regression models offers significant advantages in improving model 

performance, careful consideration must be given to the selection process and the inherent limitations of each 

approach.  

The final step is evaluation using the Silhouette Score, a metric that measures the quality of the clusters 

generated by K-Means by assessing how well the data within each cluster is grouped and how distinctly 

separated the clusters are. This approach aims to produce clusters that are both relevant and meaningful in 

understanding the factors influencing student performance. 

 

 

Figure 1. Research Methodology 
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2.1. Data Collection 

In this research, the data used consists of secondary data obtained from the Kaggle website under the 

title "Student Performance Factors". This dataset contains 6,607 raw data entries across 20 variable columns. 

Each column represents different factors that can influence student performance, such as socioeconomic 

background, study habits, and interactions within the educational environment, as shown in Table 1. 

 

Table 1. Columns Description 

Column Description 

Hours_Studied Number of hours spent studying per week (int64) 

Attendance Percentage of classes attended (int64) 

Parental_Involvement Level of parental involvement in the student’s education (object) 

Access_to_Resources Availability of educational resources (object) 

Extracurricular_Activities Participation in extracurricular activities (object) 

Sleep_Hours Average number of hours of sleep per night (int64) 

Previous_Scores Scores from previous exams (int64) 

Motivation_Level Student’s level of motivation (int64) 

Internet Access Availability of internet access (int64) 

Tutoring_Sessions Number of tutoring sessions attached per month (int64) 

Family_Income Family income level (object) 

Teacher_Quality Quality of teacher (object) 

School_Type Type of school attended (object) 

Peer_Influence Influence of peers on academic performance (object) 

Physical_Activity Average number of hours of physical activity per week (int64) 

Learning_Disabilities Presence of learning disabilities (object) 

Parental_Education_Level Highest education level of parents (object) 

Distance_from_Home Distance from home to school (object) 

Gender Gender of the student (object) 

Exam_Score Final exam score (int64) 

 

Utilizing secondary data enables researchers to analyze and understand the patterns and relationships 

among these factors without the need for direct data collection, thereby accelerating the research process and 

offering deeper insights into the determinants of student academic performance. For example, the histogram in 

Figure 2, represents the distribution of study hours from a dataset, visually indicating how frequently each 

range of study hours occurs among participants. In the X-axis (Hours Studied), it ranges from 0 to 40 hours, it 

represents the total number of hours studied by the individuals in the study. For Y-Axis (Frequency), it reflects 

the count of participants who fall within each range of study hours. The values increase up to a maximum near 

900, indicating a significant number of individuals studied within a specific range. The histogram exhibits a 

roughly normal distribution shape with a slight positive skew. The peak is observed around 15-20 hours, 

suggesting that most participants studied within this range. 

 

 

Figure 2. Data Distribution for Student Hours Studied 

 

2.2. Data Preprocessing 

At this stage, an in-depth analysis is conducted to ensure the quality and integrity of the data used in the 

analytical model. This process begins with identifying anomalies, such as missing values and duplicate data. 

Missing values can compromise the model's accuracy and must be handled carefully, either by imputing 

appropriate estimates or removing incomplete entries [22]. Similarly, duplicate data can introduce bias into the 
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analysis, making it essential to detect and remove them to ensure the dataset reflects unique and relevant 

information, see Table 2 [23]. 

 

Table 2. Identified Missing Value and Duplicate 

Column Missing Value Duplicate 

Hours_Studied 0 0 

Attendance 0 0 

Parental_Involvement 0 0 

Access_to_Resources 0 0 

Extracurricular_Activities 0 0 

Sleep_Hours 0 0 

Previous_Scores 0 0 

Motivation_Level 0 0 

Internet Access 0 0 

Tutoring_Sessions 0 0 

Family_Income 0 0 

Teacher_Quality 78 0 

School_Type 0 0 

Peer_Influence 0 0 

Physical_Activity 0 0 

Learning_Disabilities 0 0 

Parental_Education_Level 90 0 

Distance_from_Home 67 0 

Gender 0 0 

Exam_Score 0 0 

Total 235 (3.5%) 0(0%) 

 

Out of the 6,607 entries, 235 were marked as having missing values. Since this accounts for only 3.5% 

of the total data, these entries were subsequently removed [24]. After addressing these anomalies, the process 

continues with normalizing the values for each variable to ensure that differences in data scales do not affect 

the analysis results and enhance clustering performances. Categorical variables are transformed using one-hot 

encoding, which converts categories into a binary format, making them suitable for machine learning models 

[25]. Numeric variables are normalized using the MinMaxScaler, which scales values to a specified range, 

typically between 0 and 1 [26]. 
 

 
(a) 

 
(b) 

Figure 3. Illustrations of (a) One-Hot Encoding and (b) Min Max Scaler 

 

This preprocessing step is crucial for improving the accuracy and efficiency of machine learning 

algorithms, allowing them to learn patterns more effectively from the data. This careful preparation of data not 

only facilitates better model performance but also ensures that the insights drawn from the analysis are both 

meaningful and actionable in real-world applications. 

 

2.3. Data Modelling 

At the Data Modeling stage, dimensional analysis is carried out to assess whether reducing data 

dimensions is needed to increase the efficiency and effectiveness of the model to be built [27]. Previously, the 

normalization process for categorical variables resulted in additional data dimensions, namely in the form of 

widening the number of columns from 20 columns to 41 columns as illustrated in Fig.3. This research integrates 

several methods to determine the best steps in handling large-dimensional data for clustering needs. This 

process involves evaluating several machine learning models that have proven their performance in processing 

numerical data, such as Linear Regression, Ridge Regression, Lasso Regression, Elastic Net, Random Forest 

Regressor, Gradient Boosting Regressor, and XGBoost Regressor, with assigning “Exam_Score” as the target 

variable. The results of this analysis help in identifying the most suitable model for predicting exam scores, 
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allowing to make informed decisions about feature selection and dimensionality reduction techniques that 

could enhance predictive accuracy. Each of these models offers unique advantages and can be selected based 

on the specific characteristics of the dataset, including its size, complexity, and the nature of the relationships 

within the data. Choosing the appropriate model requires careful consideration of factors such as 

interpretability, computational efficiency, and the potential for overfitting, which can significantly impact the 

overall performance of the predictive analytics [28]. The approach also includes various methods, namely 

without feature selection (FS), Filter Method, Wrapper Method, and Embedded Method, to determine the 

relevance and contribution of each variable in the model. Evaluating these methods in conjunction with the 

chosen regression models can lead to more effective feature selection strategies, ultimately enhancing model 

accuracy and robustness while minimizing unnecessary complexity [29]. After going through the evaluation 

process, the next step is to choose the most appropriate cluster number based on elbow method, which is not 

only able to provide accurate results but can also identify the variables that most influence student academic 

performance [30]. Thus, this stage focuses not only on the accuracy of predictions, but also on a deeper 

understanding of the factors that influence academic achievement, which can serve as a basis for decision 

making and future improvements. 

 

2.4. Evaluation 

In the Evaluation stage, the analysis process focuses on measuring the quality of the resulting clusters 

through the use of silhouette scores. Silhouette score is an effective metric for assessing how well each data 

point is classified in its cluster compared to other clusters [31]. The silhouette score value ranges from -1 to 1, 

where a value close to 1 indicates that the data point is in the right cluster and is well separated from other 

clusters. Conversely, values close to -1 indicate that the data points may have been grouped into the wrong 

cluster. By using the silhouette score, we can evaluate and compare various cluster configurations, and 

determine the optimal number of clusters. This evaluation process is critical to ensure that the clustering model 

built not only produces well-separated groups, but also provides meaningful insights from the analyzed data, 

thereby supporting better decision making in the future. 

 

3. RESULTS AND DISCUSSION 

3.1. Results 

The model results indicate that using four clusters and five selected features yields the highest Silhouette 

Score, with a value of 0.64. Among the clusters formed, the cluster graph of the variable combination 

"Previous_Score" and "Attendance" exhibits the most distinct pattern compared to other variable combinations. 

This suggests that grouping students based on "Previous_Score" and "Attendance" produces the most optimal 

student clusters.  

 

 

Figure 4. Results of Elbow Method and Silhouette Score 

 

This finding underscores the importance of these two variables in understanding student performance 

and highlights their potential to inform targeted interventions aimed at improving academic outcomes. The five 

selected features were chosen based on the top five most significant coefficient values. Additionally, the results 

of the RMSE performance comparison during the dimensional analysis stage indicate that using the ridge 

regression model without feature selection produced the smallest RMSE value of 0.045, making it the most 

effective approach for identifying the relationship between variables and the target variable.  

 

Table 3. Top 5 Dimension Analysis RMSE Comparisons for the Reduction Approach 

Method RMSE 

Ridge Regression (No FS) 0.044533 

Linear Regression (No FS) 0.044550 

Gradient Boosting Regressor (No FS) 0.047281 
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Method RMSE 

Ridge Regression (Filter FS) 0.051047 

Linear Regression (Filter FS) 0.051047 

 

The smallest value of RMSE indicates that the combination of ridge regression without feature selection 

offers the best model for investigating the relationship between the variables and the target variable, 

"Exam_Score" [32]. In addition, the coefficient of determination value from ridge regression without feature 

selection is 0.7239 for Ridge Regression, indicating that the model can explain around 72.39% of the data 

variation in the target variable ("Exam_Score") based on the independent variables used. A coefficient of 

determination value close to one indicates that the model has quite good predictive ability [33], but around 

27.61% of the variation cannot be explained by the model. This could be caused by other variables not included 

in the model, noise, or a mismatch between the model and the data [34]. In this context, the model successfully 

explains most of the relationship patterns between the independent and target variables. The other results of 

this analysis yield coefficient values that describe the degree of influence each variable has on the target 

variable. These coefficients are represented on a scale from -1 (indicating a significant negative effect) to 1 

(indicating a significant positive effect). Based on the analysis, five variables were identified as influencing 

"Exam_Score". These variables are "Attendance", "Hours_Studied", "Previous_Score", "Tutoring_Sessions" 

and "Access_to_Resources_Low". 

 

 

Figure 5. Cluster Plot Comparisons 

 

Based on the cluster plot of the "Previous Score" and "Attendance" variables in Fig.5, four distinct 

groups of students were identified, which can be utilized to tailor strategies for improving their academic 

performance. First, the yellow group consists of students with low to moderate attendance but high previous 

test scores. Even if they have demonstrated good academic ability in the past, low attendance rates can be an 

indicator of potential decline in performance in the future. Students in this group may need additional 

motivation or support to improve their attendance, so as to maintain or improve their performance in future 

exams. Identifying the underlying reasons for their absenteeism is crucial, as addressing these factors can lead 

to tailored interventions that foster both attendance and academic success. By implementing strategies such as 

personalized mentoring, flexible scheduling, and engaging learning activities, educators can create an 

environment that encourages regular attendance and reinforces students' academic strengths.  

Second, the purple group consists of students with low to high attendance rates, but consistently high 

previous test scores. Students in this group demonstrate strong academic potential, and varying attendance rates 

may indicate that they have a flexible approach to learning. However, to ensure their success, it is important to 

maintain a good attendance rate, as high attendance often contributes to better understanding of the material 



 

ISSN(P): 2797-2313 | ISSN(E): 2775-8575 

 

      

605 

 
MALCOM - Vol. 5 Iss. 2 April 2025, pp: 598-608 

and better exam results. To support these students, schools should consider providing additional resources and 

incentives that motivate regular attendance while recognizing their academic capabilities. One effective 

strategy could be the implementation of mentorship programs, where students can receive guidance and 

encouragement from peers or teachers to foster a sense of belonging and accountability within the school 

community.  

Third, the blue group consists of students with low to moderate attendance rates and previous test scores 

that range from low to moderate. This group may face challenges both in terms of motivation and understanding 

the material. Students in this group may need additional support, such as academic tutoring or remedial 

programs, to help improve their understanding of course material and, in turn, improve their test scores. 

Providing personalized learning plans tailored to each student's unique needs can further enhance their 

academic experience, ensuring that they receive the specific resources and attention necessary for their 

individual growth.  

Last, the green group consists of students with high attendance but low previous test scores. Although 

students in this group demonstrate a good commitment to attendance, low test scores indicate that they may 

have difficulty understanding the material or applying the knowledge they have learned. Interventions that 

focus on strengthening understanding of exam concepts and techniques can be especially beneficial for students 

in this group. By incorporating targeted tutoring sessions and practice exams, educators can help these students 

build confidence in their abilities while also improving their performance on assessments. This tailored 

approach not only addresses the academic challenges faced by these students but also fosters a supportive 

learning environment that encourages persistence and resilience. 

Both the yellow group and purple group are not well separated, even a silhouette score of 0.64 indicates 

a relatively good clustering result. However, there may still be some overlap or ambiguity at the cluster 

boundaries, which could be further refined. In particular, exploring different clustering algorithms or fine-

tuning the parameters of the current model may enhance the clarity and separation of the clusters, leading to 

even more accurate representations of the underlying data structure [35] and testing various distance metrics 

or incorporating additional features could also provide new insights, potentially revealing hidden patterns that 

were not apparent with the current approach [36]. 

 

3.2. Discussion 

The analysis yielded valuable insights into student clustering and performance prediction using key 

academic features. The optimal model constituted four clusters formed based on five selected features, 

achieving the highest Silhouette Score of 0.64. Among the analyzed features, "Previous_Score" and 

"Attendance" emerged as critical determinants of student performance, underscoring their potential utility in 

tailoring educational interventions. The selected features, heavily weighted by their significance coefficients, 

were “Attendance”, “Previous_Score”, “Hours_Studied”, “Tutoring_Sessions”, “Access_to_Resource_Low”. 

The clustering analysis illustrated distinct patterns, particularly highlighting that students grouped based on 

"Previous_Score" and "Attendance" exhibit substantial differences in performance potential. This finding 

aligns with existing literature [37] which emphasizes the role of attendance in academic success and suggests 

that prior performance often serves as a predictive indicator. The identification of these variables as significant 

contributors to student performance can inform educational strategies aimed at improving outcomes. 

The four clusters identified in this study present unique opportunities for tailored interventions. 

Research indicates that tailored interventions can significantly enhance student performance by addressing 

attendance patterns and previous academic scores. Strategies such as personalized mentoring, flexible 

scheduling, and targeted tutoring are effective in engaging students and improving their academic outcomes 

[38]. Understanding individual needs is crucial for successful intervention. Studies have shown that 

personalized mentoring programs can lead to improved student engagement and academic performance. For 

instance, a meta-analysis found that mentoring relationships positively impact students' motivation and self-

efficacy, which are critical for maintaining attendance and academic success [39]. Secondly, Research supports 

the idea that flexible scheduling can accommodate students' diverse needs, particularly those facing external 

challenges [40]. A study highlighted that students with access to flexible learning environments reported higher 

satisfaction and engagement, leading to improved attendance rates. Last, evidence suggests that targeted 

tutoring programs can effectively address comprehension issues among students. A randomized controlled trial 

demonstrated that students receiving tailored tutoring showed significant improvements in their academic 

performance compared to those who did not receive such support [41]. 

The integration of these research findings underscores the importance of implementing tailored 

interventions that consider the unique needs of different student groups. By leveraging evidence-based 

strategies, educators can create supportive environments that enhance both attendance and academic 

performance, ultimately contributing to student success. 
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4. CONCLUSION 

This research demonstrates the effectiveness of K-Means clustering analysis in understanding the 

factors influencing student performance. The results indicate that utilizing four clusters and five selected 

features yields the highest Silhouette Score of 0.64, with "Previous_Score" and "Attendance" emerging as the 

most significant variables in forming distinct and meaningful student groups. These clusters provide valuable 

insights for tailoring targeted interventions aimed at enhancing academic outcomes. 

The ridge regression model, which was applied without feature selection, achieved the lowest RMSE 

value of 0.045 and a coefficient of determination of 0.7239. This indicates that the model explains 72.39% of 

the variance in "Exam_Score," while the remaining 27.61% may be attributed to unmodeled factors or noise. 

The identified significant features—"Attendance," "Hours_Studied," "Previous_Score," "Tutoring_Sessions," 

and "Access_to_Resources_Low"—highlight key areas for educational focus and support. 

The analysis of student clusters further revealed actionable insights, with each group—yellow, purple, 

blue, and green—requiring specific interventions ranging from enhancing attendance to providing targeted 

academic support. While the clustering results are relatively robust, the overlap between the yellow and purple 

groups suggests opportunities for refinement. 

However, the promising nature of these clustering results is tempered by the need for further refinement. 

The ambiguity at the boundaries of these clusters indicates potential for improvement. Future research could 

explore alternative clustering algorithms or fine-tune the parameters of the current model to enhance the clarity 

and separation of the clusters. Additionally, testing various distance metrics or incorporating additional features 

may reveal hidden patterns that were not apparent in this analysis. 

Moreover, the coefficient of determination value of 0.7239 suggests that while the model explains a 

significant portion of the variation in "Exam_Score," there remains a substantial 27.61% of the variation that 

is unexplained. This gap points to the presence of other influential variables not included in the model, as well 

as potential noise or mismatches between the model and the data. Future studies should consider incorporating 

a broader range of variables, such as socio-economic factors, learning styles, and psychological aspects, to 

provide a more comprehensive understanding of the factors influencing academic performance. 

In summary, this study underscores the potential of data-driven approaches in educational settings to 

inform policies and strategies that address diverse student needs, ultimately fostering improved academic 

performance. The findings suggest that educational institutions can leverage these insights to develop targeted 

interventions that enhance student engagement and success. Further research in this area could lead to more 

refined models and a deeper understanding of the complex factors that influence student achievement. 
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