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Abstract

Sentiment analysis, or opinion mining, is a critical area of natural language processing that identifies sentiments in free
text. As digital business services expand and user-generated content increases, analyzing sentiments in online reviews
becomes crucial for enhancing business operations and customer satisfaction. This study focuses on sentiment analysis of
user reviews from Google Reviews for Public Health Centers (PHCs) in Bali, Indonesia, utilizing five machine learning
models: Logistic Regression, Support Vector Machine (SVM), XGBoost, Naive Bayes, and Random Forest. These models
classify sentiments into positive and negative categories using a dataset balanced with SMOTE to address class imbalance
and improve accuracy. Additionally, TF-IDF (Term Frequency-Inverse Document Frequency) is employed to highlight key
sentiment indicators. We divided a total of 1,834 reviews, allocating 20% for testing and 80% for training, ensuring
comprehensive evaluation under real-world conditions. Logistic Regression and Naive Bayes emerged as top performers,
achieving an accuracy of 0.89, with Logistic Regression demonstrating balanced precision and recall. This study
contributes to advancing academic understanding of sentiment analysis in healthcare and provides practical insights for
business administrators on leveraging online customer feedback. The findings underscore the importance of integrating
SMOTE for class balance and TF-IDF for identifying crucial sentiment markers, emphasizing the selection of appropriate
machine learning techniques tailored to data characteristics and project objectives to optimize technological and business
outcomes.
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1. INTRODUCTION

Sentiment analysis, also known as opinion mining, is a branch of natural language processing focused
on automatically classifying the sentiment contained within free text. This technique not only involves the
classification of viewpoints and the prediction of the semantic orientation of adjectives but also the
classification of subjectivity and other nuanced aspects. It has been applied to numerous languages, including
Indonesian, as evidenced by references [1], [2], [3]. With the expansion of digital business services and the
increase in user-generated content like product/services on business reviews [4] and social media interactions
[5], [6], sentiment analysis has experienced significant growth. Google Business Profile (GBP) is one such
platform that manages a vast array of business profiles, providing detailed information such as operational
hours, address, contact numbers, and also integrated with google map that contain user reviews. In the
healthcare sector, Public Health Centers (PHCs) in Indonesia have effectively utilized GBP to improve service
accessibility and effectiveness. Profiles on GBP offer essential information, such as operating hours and
locations, thus facilitating easier access to healthcare services. Reviews from visitors and patients are
particularly valuable, offering a realistic view of service quality and fostering ongoing improvements [7].
Additionally, direct responses to reviews can significantly enhance user trust and satisfaction.

User reviews play a critical role as a source of information for the public, influencing decision-making
processes across various businesses [8], [9]. Positive reviews often attract more customers, build trust, and
enhance a business's reputation, while negative reviews can encourage business owners to evaluate and
improve their offerings. The academic research community has extensively utilized sentiment analysis of
digital platform reviews to gain deeper insights into public opinions and reactions to services or products. For
example, research [10] employed machine learning algorithms like Naive Bayes and logistic regression to
analyze sentiments from user reviews of a marketplace app, collected from Google Play Store reviews across
two different datasets. Both algorithms demonstrated similarly strong performances. Furthermore, research

DOI: https://doi.org/10.57152/malcom.v4i3.1459 1077



MALCOM-04(03): 1077-1086

involved applying sentiment analysis techniques using a Support Vector Machine (SVM) [11], [12], which
yielded favorable outcomes. Techniques such as XGBoost [13], [14] and Random Forest [15], [16] have also
been employed in sentiment analysis which also yielded favorable outcomes.

In contrast to previous studies [17], which utilized a multi-label approach to sentiment analysis on
Google reviews from GBP profiles without addressing imbalanced data, this research introduces several novel
contributions. Firstly, it addresses the challenge of class imbalance within the dataset, which was found to
adversely affect model performance [18]. By shifting to a binary classification system (positive and negative
sentiments) and employing SMOTE Oversampling, this study aims to improve the accuracy and reliability of
sentiment classification. Secondly, a comprehensive comparison of five different classification algorithms
provides insights into which methods are most effective for sentiment analysis in this context, contributing to
methodological advancements in the field. These steps collectively aim to provide a more robust framework
for sentiment analysis of user-generated content, particularly in contexts where challenges in sentiment
classification arise in the domain of public health centers.

2. MATERIALS AND METHOD
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Figure 1. Research Methodology

2.1. Data Collection

The data were collected from various PHC’s GBP reviews in Bali Province, Indonesia. The data were
then labeled based on user ratings and the involvement of two experts. Reviews with 1 to 2 stars were initially
assigned a negative label, and those with 3 to 5 stars were assigned a positive label. However, the final labels
were determined after both experts reviewed the content and reached the same conclusion. There are a total of
1.995 reviews. After labeling, there are 834 negative reviews and 1.000 positive reviews, so the final dataset
contains 1.834 reviews. Table 1 shows the sample dataset from labelling process and Figure 1 visualize the
sentiment count for each class.

Table 1. Sample of Dataset

No Sentiment User_Star Expert 1 Expert 2 Conclusion
Rating

1 Tolong..! Untuk Petugas pendaftaran tolong
belajar etika bicara dengan orang yg lebih tua.
Saya hanya kasihan dengan orang tua yg lagi
sakit saat daftar malah dibentak bentak

2 Saya puas dalam penanganan nya terus
ditingkatkan lagi biar semakin bagus

3 CLEAN AND NEAT!. The staff especially in
the administration and cashier are polite and
communicative.Open at 8 am to 12.30 pm. If
you want to go here, please bring your identity
such as KTP or KK. Oh yal! There is a little
playground too!

1 negative negative negative

5 positive positive positive

5 positive positive positive

mau tanya yang ktp badung mau rapid test 2 No Determined  No Determined Not Used
1995  body brp ya biaya nya Sentiment Sentiment

Comparison of Sentiment Analysis Algorithms with... (Budaya and Suniantara, 2024) 1078



ISSN(P): 2797-2313 | ISSN(E): 2775-8575

Sentiment Counts

1000

800

600+

Count

400

2004

&
&

&

Sentiment

Figure 2. Sentiment Count

2.2. Data Preprocessing

The data preprocessing for our text analysis begins with text cleaning, which includes case folding and
translating all English text into Indonesian and removing any numbers and symbols that could introduce noise
into the dataset. After this initial cleanup, we proceed to remove stop words using Natural Language Toolkit,
common Indonesian terms that appear frequently but do not contribute significantly to sentiment analysis, such
as 'dan’ (and), 'di' (in), and 'yang' (which). This step helps focus the analysis on more meaningful words. The
final step in our preprocessing routine is stemming using the Sastrawi toolkit, which reduces words to their
base or root form, thus simplifying the textual data and enhancing the performance of our sentiment
classification by standardizing words to their core meanings. Table 2 shows the sample of preprocessed
sentiment

Table 2. Sample of Preprocessed Sentiment

No Original Sentiment Preprocessed Sentiment

1 Tolong..! Untuk Petugas pendaftaran tolong belajar etika bicara tolong petugas daftar tolong ajar etik
dengan orang yg lebih tua. Saya hanya kasihan dengan orang tua bicara orang tua kasih orang tua sakit
yg lagi sakit saat daftar malah dibentak bentak daftar bentak bentak

2 Saya puas dalam penanganan nya terus ditingkatkan lagi biar

semakin bagus puas tangani tingkat bagus

CLEAN AND NEAT!. The staff especially in the administration

1834  and cashier are polite and communicative.Open at 8 am to 12.30
pm. If you want to go here, please bring your identity . Oh yal!
There is a little playground too!

bersih rapi staf utama admin kasir
sopan komunikatif buka jam pagi
siang bawa identitas taman main kecil

2.3. Feature Extraction using TF-IDF

TF-IDF (Term Frequency-Inverse Document Frequency) is a statistical measure used to evaluate how
important a word is to a document within a collection of documents, or corpus, it is also important in the field
of sentiment analysis [19], [20]. It is a crucial tool in the fields of text mining and information retrieval,
especially for processing and analyzing large datasets of textual information. The TF component of TF-IDF
emphasizes the frequency of a word in a specific document, highlighting its significance in that particular
context.

n_t,d
TE(t,d) = Ytredn_tr,d @

Term Frequency (TF) calculated as the number of times a term ¢, appears in a document d, divided by
the total number of terms in that document. where n¢q is the term frequency, and the denominator is the sum
of all term frequencies in the document.

IDF(t, D) = log(————) 2

|{deD:ted}|
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Inverse Document Frequency (IDF) measured as the logarithm of the number of documents D divided
by the number of documents that contain the term t. The TF-IDF score is then calculated as:

TFIDF(t,d, D) = TF(t,d) - IDF(¢, D) ®)

2.4.  Handling Imbalanced Data using SMOTE

In dealing with imbalanced datasets, such as the case of 1.834 reviews comprising 1.000 positive and
834 negative ones, the Synthetic Minority Over-sampling Technique (SMOTE) proves to be a highly effective
strategy [21], [22]. SMOTE addresses the imbalance by generating synthetic samples from the minority class—
in this case, the negative reviews—to equalize the distribution between the classes. This is achieved by
identifying feature space similarities among the minority class instances and synthesizing new samples that are
interpolations of those that are closest. By balancing the dataset in this manner, SMOTE enhances the predictive
performance of machine learning models, ensuring that they are not biased toward the majority class and can
generalize better on unseen data. This approach is particularly valuable in sentiment analysis, where accurately
predicting less frequent sentiments is often as crucial as identifying the majority sentiment.

2.5. Classification Algorithm

For the classification purpose the dataset split 80% for testing and 20% In the classification algorithm
section are exploring the application and performance of five distinct machine learning models: Logistic
Regression [10], Support Vector Machine (SVM) [4], [11], [12], [23], XGBoost [13], [14], Naive Bayes [5],
[10], and Random Forest [15], [16]. Each of these models has been chosen due to their proven capabilities in
handling classification tasks, particularly in the realm of sentiment analysis. Logistic Regression is utilized as
a baseline model due to its simplicity and effectiveness in binary classification tasks. It models the probabilities
for classification problems with two possible outcomes and is especially useful for understanding the impact
of several independent variables. Support Vector Machine (SVM) is employed for its robustness and
effectiveness in high-dimensional spaces, which is ideal for text classification tasks. SVM is known for its
ability to create the optimal boundary between the possible outputs, which can be particularly useful in
distinguishing between positive and negative sentiments.

XGBoost stands out for its speed and performance, particularly in structured or tabular data. As an
implementation of gradient boosted decision trees designed for speed and performance, XGBoost is
particularly adept at managing imbalances in data, making it a strong candidate for our dataset of sentiment-
laden text. Naive Bayes is chosen for its efficiency and suitability for large datasets. Given its assumption of
independence among predictors, Naive Bayes is particularly fast, making it ideal for scenarios where
computational efficiency is crucial, such as processing large volumes of review data. Random Forest is
included for its high accuracy and robustness, stemming from its ensemble approach, which combines multiple
decision trees to produce a more effective overall model. This model is less likely to overfit compared to some
other models and is good at handling both binary and multiclass classification tasks.

2.6. Model Evaluation

Each model's performance is tested using metrics such as accuracy, precision, recall, and F1-score,
which are critical for evaluating the effectiveness of each classifier in accurately predicting sentiments. The
comparative analysis of these models helps in identifying which algorithm performs best under specific
conditions of our dataset, considering factors such as class imbalance, the complexity of the feature space, and
the nuances of textual data in sentiment analysis. This methodical approach ensures a comprehensive
understanding of each model's strengths and limitations in the context of sentiment classification.

True Positives+True Negatives

Accuracy = 4

Total Observations

.. True Positives
Precision = — — ®)
True Positives+False Positives

True Positives

Recall = (6)

True Positives+False Negatives

Precision*Recall
F1Score =2 ¥ ———— @)

Precision+Recall
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2.7.  Analysis

This section conducts an analysis of the outcomes produced by each of the five classification models:
Logistic Regression, SVM, XGBoost, Naive Bayes, and Random Forest. The analysis aims to elucidate the
comparative strengths and weaknesses of these models in the context of sentiment analysis.

3. RESULTS AND DISCUSSION

In this section present the findings from our sentiment analysis of Google reviews from GBP profiles
using the methodologies outlined in the previous section. The results are discussed in terms of their implications
for understanding public perceptions and sentiments towards public health centers. In this section also analyze
the performance of different classification algorithms and evaluate the effectiveness of strategies implemented
to address data imbalance.

3.1. Result
The result of the implementation using the five algorithms, TF-IDF for feature extraction, and SMOTE
oversampling can be shown in Table 3 and Figure 3.

Table 3. Performance Comparison

No Model Class Accuracy Precision Recall F1-Scores
1  Logistic Regression Positive 0.89 0,92 0,87 0,89
Negative ' 0,86 0,91 0,88
2 SVM Positive 0.89 0,88 0,90 0,89
Negative ' 0,89 0,87 0,88
3 XGBoost Positive 086 0,84 0,90 0,87
Negative ' 0,87 0,81 0,84
4 Naive Bayes Positive 089 0,89 0,90 0,89
Negative ' 0,88 0,88 0,88
5 Random Forest Positive 0.86 0,83 0,92 0,88
Negative ! 0,90 0,79 0,84
Confusion Matrix for Logistic Regression Confusion Matrix for SVM I Confusion Matuxfor XCBoost
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Figure 3. Confusion Matrix of Each Algorithm
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The performance of the Logistic Regression model in classifying sentiments into negative (0) and
positive (1) categories is captured comprehensively in the classification report, with an overall accuracy of
0.89. This suggests that the model correctly predicts the sentiment 89% of the time across the dataset consisting
of 402 reviews. For the negative class, the model achieves a precision of 0.86, indicating that 86% of the
reviews classified as negative are accurately identified, with a recall of 0.91, which reflects that 91% of actual
negative reviews were correctly captured by the model. Conversely, in the positive class, the precision is higher
at 0.92, showing that 92% of reviews classified as positive were truly positive, but with a slightly lower recall
of 0.87, meaning the model captured 87% of all actual positive reviews. The F1-scores, which are balanced
measures of precision and recall, stand at 0.88 for negative and 0.89 for positive reviews, indicating robust
performance. The macro and weighted averages for precision, recall, and F1-score all align closely at around
0.89, underscoring a consistent performance across both sentiment classes.

The classification report for the SVM model provides detailed metrics for its performance in sentiment
classification, with a dataset composed of 402 reviews. The overall accuracy of the SVM model stands at 0.89,
indicating that the model accurately predicts the sentiment in 89% of cases, which demonstrates a high level
of effectiveness in sentiment analysis tasks. For the negative class (0), the model shows a precision of 0.89,
which means that 89% of the reviews predicted as negative are indeed negative, coupled with a recall of 0.87,
indicating that the model successfully identifies 87% of all actual negative reviews. The corresponding F1-
score of 0.88 suggests a balanced accuracy in terms of both precision and recall for the negative reviews. In
the positive class (1), the SVM model exhibits a slightly lower precision of 0.88, indicating that 88% of the
reviews classified as positive were correctly identified, and a recall of 0.90, which shows that 90% of all actual
positive reviews were accurately captured by the model. This class achieves an F1-score of 0.89, slightly higher
than that of the negative class, reflecting effective identification and classification of positive sentiments. The
macro and weighted averages for precision, recall, and F1-score across both classes are consistent, each
standing at around 0.89, which highlights the SVM model’s reliable performance across different sentiment
categories without significant bias toward either class. This balanced performance makes it a robust tool for
analyzing sentiments, capable of handling the nuances of both positive and negative reviews effectively.

The classification report for the Random Forest model provides a detailed assessment of its performance
in sentiment classification across a dataset of 402 reviews. The model achieves an overall accuracy of 0.86,
which signifies that it correctly predicts sentiment 86% of the time, a strong indication of its capability in
handling sentiment analysis. For the negative class (0), the Random Forest model demonstrates a high precision
of 0.90, meaning that 90% of the reviews predicted as negative were correctly identified as such. However, the
recall for this class is 0.79, indicating that the model successfully identifies 79% of all actual negative reviews.
The F1-score for this class is 0.84, which reflects a somewhat balanced performance between precision and
recall, although the lower recall suggests some negative reviews are being missed. In contrast, for the positive
class (1), the model exhibits a slightly lower precision of 0.83, meaning that 83% of reviews classified as
positive were indeed positive. The recall, however, is higher at 0.92, indicating that the model captures 92%
of all actual positive reviews effectively. The F1-score for this class is 0.88, higher than that of the negative
class, indicating a better balance between precision and recall for the positive reviews. The macro average and
weighted average for precision, recall, and F1-score are both reported as 0.86, reflecting consistent performance
across the two classes. This demonstrates that the Random Forest model, while slightly more conservative in
predicting negative sentiments, performs well in recognizing positive sentiments, making it a reliable tool for
sentiment analysis, particularly when it is crucial to capture as many positive instances as possible.

The classification report for the XGBoost model offers a nuanced view of its performance in the
sentiment classification task, analyzing a dataset comprising 402 reviews. The model achieves an overall
accuracy of 0.86, indicating its proficiency in accurately classifying both positive and negative sentiments. For
the negative class (0), the XGBoost model achieves a precision of 0.87, meaning that 87% of the reviews
predicted as negative are correctly identified as such. The recall for this class stands at 0.81, suggesting that
the model captures 81% of all actual negative reviews, while the F1-score is 0.84, reflecting a fairly balanced
measure of precision and recall, though indicating a slight room for improvement in capturing negative
sentiments more completely. In the case of the positive class (1), the model displays a precision of 0.84, with
84% of reviews classified as positive being correct. The recall is higher at 0.90, demonstrating that the model
is effective at identifying 90% of the true positive cases in the dataset. The corresponding F1-score of 0.87 is
indicative of a strong balance between precision and recall, highlighting the model's effectiveness in handling
positive sentiments. The macro average and weighted average values for precision, recall, and F1-score are
approximately 0.86, underscoring a consistent and balanced performance across both sentiment categories.
This consistency shows that XGBoost, while slightly better at detecting positive sentiments, maintains a
reliable performance across both classes, making it an effective tool for comprehensive sentiment analysis
tasks.

The classification report for the Naive Bayes model details its effectiveness in sentiment analysis within
a dataset of 402 reviews. The model exhibits an overall accuracy of 0.89, indicating a high level of precision
in predicting both negative and positive sentiments accurately. For the negative class (0), Naive Bayes shows
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a precision of 0.88, indicating that 88% of the instances it predicts as negative are accurately identified. The
recall also stands at 0.88, meaning the model correctly identifies 88% of all actual negative reviews, which
suggests a strong alignment between what the model predicts as negative and the true negative cases in the
dataset. The F1-score, which harmonizes precision and recall, is similarly 0.88, underlining a balanced
performance in identifying negative sentiments. Turning to the positive class (1), the precision is slightly higher
at 0.89, with 89% of reviews classified as positive confirmed as true positives. The recall is also commendable
at 0.90, showing that the model captures 90% of the actual positive sentiments, effectively ensuring that
positive reviews are seldom overlooked. The F1-score for this class is 0.89, echoing the model’s competency
in accurately and reliably classifying positive reviews. Both the macro and weighted averages across precision,
recall, and F1-scores are consistent at 0.89, demonstrating the model's uniform efficiency across sentiment
categories. This uniformity in scores across both negative and positive classes indicates that the Naive Bayes
model provides a dependable and balanced approach to sentiment classification, making it particularly useful
for applications where equal importance is placed on accurately detecting both sentiment polarities.

3.2. Discussion

Based on shown in Figure 4, the implementation of TF-IDF in this study has influenced the accuracy of
sentiment classification. Key terms such as “good” (baik), “excellent” (bagus), and “friendly” (ramah), which
received high TF-IDF scores, consistently align with positive sentiment across the dataset. These terms are
pivotal indicators of positivity, reflecting their frequent occurrence and importance in distinguishing positive
sentiments from neutral or negative expressions. Conversely, the term “bad” (buruk), which also received a
high TF-IDF score, serves as a crucial indicator of negative sentiment. Its prominence in TF-IDF rankings
highlights its significance in identifying and distinguishing negative sentiments within the analyzed texts.
Additionally, other words in the top 20 TF-IDF list similarly relate directly to the main sentiment categories to
which the sentiment refers, further demonstrating TF-IDF's effectiveness in capturing and prioritizing terms
critical for accurate sentiment classification. This analysis underscores TF-IDF's role in enhancing the overall
performance and reliability of sentiment analysis models.

Top 20 Terms by TF-IDF Score
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Figure 4. Top 20 Terms by TF-IDF Scores

In addressing the initial class imbalance where the dataset consisted of 800 instances of the negative
class and 1000 instances of the positive class, applying SMOTE effectively balanced the class distribution. By
generating synthetic samples for the minority negative class, SMOTE increased its representation until both
classes reached an equal count of 1000 instances each as shown in Figure 5. This transformation mitigates the
risk of biased model predictions that may favor the majority class, ensuring a more robust training process. By
enhancing the dataset's balance, SMOTE enables the model to learn from and accurately classify instances
across both classes, thereby improving overall prediction performance and reliability. The implementation of
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SMOTE appears to have effectively balanced the performance of the models across both positive and negative
classes. Analysis of the precision, recall, and F1 scores for various models, including Logistic Regression,
SVM, XGBoost, Naive Bayes, and Random Forest, indicates that the metrics for the positive and negative
classes are closely aligned. For instance, in Logistic Regression, the positive class exhibits a precision of 0.92,
recall of 0.87, and F1-score of 0.89, while the negative class shows a precision of 0.86, recall of 0.91, and F1-
score of 0.88. Similar trends are observed across the other models. These results suggest that SMOTE has
successfully mitigated the class imbalance, resulting in more equitable model performance metrics, which is
crucial for applications requiring balanced sensitivity and specificity.

Class Distribution Before SMOTE Class Distribution After SMOTE
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Figure 5. Class distribution before and after SMOTE
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Figure 6. Algorithm Model Comparison

Based on shown in Figure 6 overall accuracy, precision, recall, computational efficiency, and the
specific needs of the dataset. Logistic Regression and Naive Bayes both excelled with the highest accuracy at
0.89. Logistic Regression also demonstrated a commendable balance between precision and recall, making it
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particularly useful for cases where false positives are a concern. On the other hand, Naive Bayes, known for
its efficiency, is advantageous for handling large datasets or when computational resources are limited, despite
its potential for oversimplification due to the assumption of feature independence. XGBoost and Random
Forest are better suited for datasets with imbalances, with XGBoost showing a propensity to over-classify
reviews as positive—a concern that could be addressed with parameter tuning. Random Forest, while excellent
in precision for negative sentiments, had a lower recall for these cases, which might not be ideal if detecting
every negative sentiment is critical. SVM, though providing robust performance across metrics, can be
computationally demanding, especially with large or complex datasets. Given these nuances, Logistic
Regression emerges as a particularly strong candidate for many sentiment analysis applications due to its high
accuracy, interpretability, and effective handling of binary classifications. This model is beneficial not only for
its performance but also for its capacity to provide insights into how different features influence predictions—
valuable in scenarios requiring transparency and explainability. However, if dealing with particularly complex
data characteristics, experimenting with models like XGBoost or Random Forest and adjusting their parameters
might yield improved results.

4. CONCLUSION

The comparative analysis of the five algorithm in this research underscores the varied capabilities of
each model in handling sentiment analysis tasks. The study incorporated TF-IDF for feature extraction, which
effectively captured the importance of terms within the documents, contributing to improved model
performance. Logistic Regression emerged as the most suitable model due to its high accuracy, balanced
precision and recall, and excellent interpretability, making it highly applicable in environments where
understanding the influence of input features on predicted outcomes is crucial. Naive Bayes proved to be highly
effective, particularly noted for its speed and efficiency, beneficial for processing large data volumes. Models
like XGBoost and Random Forest showed robustness in managing data complexities and imbalances, although
they require careful tuning to optimize performance, particularly in improving recall rates. SVM, despite its
robust performance, might pose challenges in scalability and computational efficiency with larger datasets. The
implementation of SMOTE further balanced model performance across positive and negative classes, as seen
in the closely aligned precision, recall, and F1 scores. However, a limitation of this study is the dataset size,
which may impact the generalizability of the findings. Future research could explore hybrid models, ensemble
methods, and advanced optimization techniques to enhance sentiment analysis accuracy and reliability,
especially in complex and large-scale scenarios.
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