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Abstract 

 
Online shopping merchants will conduct a series of marketing activities to increase customers, but in many cases, most of 

the new customers will not make repeat purchases, which is not conducive to the long-term interests of the merchants. 

Therefore, it is important for merchants to target users who are more likely to repurchase, as this can reduce marketing 

costs and increase ROI. Based on the dataset provided by the online shopping website, this paper conducts mining and 

exploratory analysis of the data, utilizes feature engineering methodology, and modeling analysis using LightGBM, 

Logistic, Xgboost for machine learning modeling. Meanwhile, parameter optimization and model evaluation verification 

are performed, Finally, the comparative analysis resulted in Light GBM as the best prediction model, will provide efficient 

marketing decisions for the operation of online shopping stores. 
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1. INTRODUCTION 

Merchants sometimes launch large-scale promotions or issue coupons on specific dates to attract 

consumers. However, many of the buyers attracted are one-time consumers. These promotions may not be 

helpful to the growth of sales performance in the long term, so for to solve this problem, merchants need to 

identify which type of consumers can be converted into repeat buyers. By analyzing and positioning these 

potential loyal customers and conducting precise marketing, merchants can greatly reduce promotional costs 

and increase return on investment (ROI). As we all know, it is difficult to accurately target customers when 

advertising online, especially targeting new consumers. With the development of big data technology and the 

continuous growth of e-commerce platforms, personal information such as users’ interests and hobbies, as well 

as behavioral information such as daily shopping, have been accumulated in the databases of major e-commerce 

platforms, gradually forming a massive amount of data. It has been found that by mining big data on online 

shopping behavior, users' repeat purchase behavior can be predicted in advance, and it can even be specifically 

predicted which merchants' products each user has repeat purchase intentions. 

In order to predict customers’ decision to purchase, analytical methods such as regression and ML have 

been used by researchers over the years. The most widely used methods include Stepwise Logistic Regression 

(SLR) [1], Decision Tree (DT) [2], Random Forest (RF) [3], Support Vector Machines (SVM) [4], and 

Artificial Neural Networks (ANN) [5]. DT and RF have widespread applications for pre diction related 

problems because of their ease of use and the high interpretability of their generated results. Moreover, unlike 

ANN, DT, and RF are both capable of directly handling categorical variables [2,3]. However, DT is less robust 

than RF and has been found to be highly sensitive to even small variations in data [6]. Additionally, RF is 

simpler to tune because it has a smaller number of hyperparameters as compared to neural network-based 

models [3]. However, ANN has been found to outperform DT and RF in terms of resource utilization and 

handling of multidimensional complex datasets [6,7]. SLR has been used in extant literature for predictions 

involving binary dependent variables. However, it suffers from a major limitation that makes it unfit for 

rigorous empirical analysis. SLR adds or removes variables during analysis in a specific order and studies have 

found that this order of addition or removal of variables can affect the final outcome [8]. This has prompted 

scholars to suggest the use of SLR for exploratory research only. Artificial intelligence (AI) has aided in 

accelerating the digital revolution over the decennium [9]. Machine learning (ML) enables self-learning and 
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modeling via data mining and provides ma-chines automatic control and decision making with situation-

awareness [10,11].  These ML algorithms help business models evolve through continuous data learning and 

recommend informed decisions [12,13,14]. While all of these approaches have improved the ability to 

determine customers’ purchases, we believe that recent advances in computing, especially DL techniques, hold 

much promise, primarily due to their capability to improve predictions through learning. Recently various 

studies have started embracing this approach for analyzing large and complex datasets. For example, a recent 

study by Loureiro et al. [15] has adopted DL to forecast sales in fashion retailing. Also, Korpusik et al. [16] 

have applied a feedback-based DNN model (i.e., Recurrent Neural Network) to a large corpus of tweets of 

potential customers to predict their choice of products and final purchases. 

However, when existing machine learning models are used to predict repeat purchase behavior, their 

prediction accuracy is low, and it is difficult to produce valuable effects when applied to recommendation 

systems. Through the analysis of factors affecting repeat purchase behavior, it is found that users' repeat 

purchase behavior is controlled by a series of complex subjective factors, including perceived value, 

satisfaction, trust, etc. These influencing factors make users’ repeat purchasing behavior diverse and 

differentiated. When these complex and diverse behavioral patterns are hidden in the data, it will bring great 

difficulties to the fitting of the machine learning model. The difference in user behavior patterns is an important 

reason that restricts the prediction accuracy of the machine learning model. This paper takes the prediction of 

repeat purchase behavior of e-commerce platform users as the research background, and after performing 

machine learning modeling analysis, as well as parameter optimization and model evaluation. Ultimately, 

LightGBM was selected as the best predictive model for repeat purchase to reduce the impact of differences in 

user purchasing behavior patterns on prediction performance, thereby improving the accuracy of repeat 

purchase behavior prediction. 

 

2. DATASET AND RESEARCH METHOD 

2.1. Data Collection and Pre-processing 

In order to analyze user repeat purchase rates, I download four data files from the online shopping 

website, namely training data, test data, user portraits and user history records. The training data provides the 

dimensions of user, merchant, and whether the user is a repeat purchaser of the merchant (i.e. label). The user 

portrait data set provides age and gender information corresponding to the user ID; the user history record 

provides the user's various active statuses and click times in different stores in the past six months; the test data 

set is a combination of users and merchants to predict the Whether the user is a repeat purchaser of the 

merchant. 

Based on the four data forms, the combination of user ID and merchant ID is given in the test data, and 

it is necessary to predict the user's repeat purchase probability value at the corresponding merchant. Through 

mining and analysis of the above data sets, we can predict the user's repurchase behavior and provide efficient 

marketing decisions for store operations.  

 

2.2. Explore the Various Factors That Influence Repurchase  

2.2.1. Analyze the Relationship Between Different Stores and Repurchase  

The repurchase situation of different stores is very different, and the repurchase rate of some stores is low. 

 

 

Figure 1. Analyze the Relationship Between Different Stores and Repurchase 

 

2.2.2. Check the Store’s Repurchase Distribution 

The repurchase rate of user stores is distributed around 0.15. The repurchase rate of users is relatively 

low, and different stores have different repurchase rates. (The data distribution is right-skewed) 
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Figure 2. Check the Store’s Repurchase Distribution 

 

2.2.3 View the Repurchase Distribution of Users 

Users in the past six months have mainly made one purchase, with fewer repeat purchases. 

 

 

Figure 3. View the Repurchase Distribution of Users 

 

2.2.4 Analysis of User Gender 

There are differences in the repurchase situation between men and women, with women’s purchase 

situation being much higher than that of men. 

 

  

Figure 4. Analysis of User Gender 

 

2.2.5 Analysis of User Age 

There are differences in the repurchase situation of users at different age groups, with the focus being 

on users between 25 and 34 years old. 

 

 

Figure 5. Analysis of User Age 
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2.3. Feature Engineering 

The customer behavior log table contains specific customer, merchant, brand, category and product 

information. We can extract feature values based on these attributes and the connections between the attributes, 

and build a model to predict the merchant and the given merchant in the customer purchase behavior table. 

Whether the merchant's new customers during the promotion period will make repeat purchases in the next six 

months. Based on the customer behavior logs and customer personal information 6 months before the 

promotion, a feature table is formed based on basic attributes and basic attribute pairs with associated 

relationships, and the customer purchasing behavior table expanded in the data processing stage is further 

expanded to generate the final customer purchasing behavior. table as the data set for subsequent training 

models. 

The following principles are followed when extending the extracted features to the customer purchasing 

behavior table: basic attribute features are expanded according to the corresponding basic attribute values; 

associated attribute pairs are expanded according to the associated basic attribute values; gender and age-related 

attributes are expanded according to the basic attributes and gender, age Expand. 

The extracted features are mainly divided into basic data statistical features, integrated features, 

complex features, age and gender features and recent behavioral features. 

We clarified the definition of repeat purchasing customers and the factors that affect customers' repeat 

purchasing behavior, analyzed the data in the data set, and performed data preprocessing such as data cleaning 

and data integration based on understanding the data. Finally, the relevant features of customers and merchants 

were extracted according to manual rules, and a feature project was constructed. The feature project included 

5 categories and a total of 82-dimensional feature vectors, and a sample data set was constructed for the training 

model. 

 

 

 Figure 6. Feature Engineering 

 

3. ALGORITHM TEST AND MODELING 

3.1. Algorithm Selection 

Model building is the core part of the data mining process. According to the goals of data mining and 

the characteristics of the data set, one or more methods are selected to model the relationships implicit in the 

data. This stage requires continuous experimentation, parameter adjustment, and as much as possible. Build 

the best possible model. 

Considering that the data used in this article is large and high-dimensional, and the focus of this article's 

research is whether the indicator of merchant influence will have an impact on customers' repeat purchasing 

behavior after promotional activities, this is mainly accomplished by setting up an experimental control group. 

The final goal is to determine which factors affect customers' repeat purchasing behavior after the big 

promotion. Therefore, the selected model needs to be suitable for the data of this article. The model must have 

strong interpretability and high accuracy. Therefore, the constructed models are linear models based on logistic 

regression algorithm, and Xgboost algorithm, LightGBM algorithm, and Catboost algorithm based on tree 

models. 
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Table 1. The Comparison of Advantages and Disadvantages of Algorithms 

Algorithm Advantages Disadvantages 

Logistic Easy to use and explain 
Sensitive to multicollinearity among independent 

variables in the model 

Xgboost 

The model loss function uses 

regularization to control the complexity of 

the model and prevent overfitting. 

Adoption and sorting, when the amount of data is large, 

the greedy algorithm takes a long time and takes up a 

lot of memory. 

LightGBM 
Training is faster and takes up less 

memory 

LightGBM's leaf-wise may produce deeper decision 

trees 

 

First, according to the degree of feature importance, select features that contribute more to the training 

model and eliminate features that contribute less to reduce the time complexity of the training model and avoid 

model overfitting [18], [19]. an initial characterization of the data structure required for modeling is performed, 

where x denotes the independent variable of the model, the feature dimension of feature engineering, y denotes 

the model observable dependent variable, i.e., whether repurchase occurs in the next 6 months for users whose 

first purchase occurred at a merchant during the promotional period, x denotes the customer, w denotes the 

merchant, 𝑥𝑖 denotes the customer feature, 𝑤𝑖 denotes the merchant characteristics (including merchant 

influence characteristics), 𝑧𝑖 denotes customer-merchant characteristics, and 𝑦𝑖𝑗 denotes whether the customer 

finally repurchases from the corresponding merchant, taken as 0 or 1. This is shown in the following table: 
 

Table 2. Data structure 

Customers Merchant Merchant Influence Customer-Merchant Repurchase 

𝑥1, 𝑥2, ⋯ , 𝑥𝑚 𝑤1, 𝑤2, ⋯ , 𝑤𝑓 𝑤𝑓+1, 𝑤𝑓+2, ⋯ , 𝑤𝑓+𝑞 𝑧1, 𝑧2, ⋯ , 𝑧𝑙 𝑦𝑖𝑗 

 

Secondly, the original dataset is divided, where 70% is used as training set and 30% as testing set, the 

sample number of samples and related details are shown in the following table: 

 

Table 3. Information Table for the Divided Sample Set 

Data set 
Sample 

Size 
Number of Positive Samples 

Percentage of 

Positive Samples 
Positive: Negative 

training set 168282 10602 6.3% 1:14.87 

test set 72120 4754 6.5% 1:14.17 

 

Finally, in order to measure the impact of the inclusion of the merchant's market position influence on 

the model's prediction effect, and to compare the prediction accuracy of whether or not to use this dimension 

of features in the model, this paper considers the use of AUC as a metric for describing the model's prediction 

accuracy. The feature engineering in this paper contains 82 features, 17 of which belong to the features that 

measure the influence of the merchant's market position, i.e., through comparison, to explore the influence of 

the merchant's market position on the prediction of whether the user will repeat purchasing behavior at the 

merchant. 

Although the number of positive samples in this paper is sufficient, the proportion of positive and 

negative samples is still slightly unbalanced, so we consider to control the proportion of positive and negative 

samples in the model to conduct experiments and observe whether the four models used in this paper will be 

disturbed by the proportion of positive and negative samples, so this paper adopts the following sample ratios 

to conduct the experiments: 1:3, 1:5, 1:10, and 1:14, respectively. 

 

3.2. Logistic Regression Algorithm 

3.2.1.  Modeling Steps 

The modeling steps of the logistic regression algorithm used in this paper are as follows: 

1. Set the independent variables and dependent variables from the needs and objectives of this paper. The 

independent variable is a number of features mined from the four dimensions in the previous chapter, 

and the dependent variable is a dichotomous variable representing whether new customers repurchase 

at the corresponding merchant within six months after the promotion.  

2. Filtering some important features through the tree model LightGBM algorithm for feature extraction. 

According to LightGBM, all the mined features are ranked in terms of feature importance, and some 

important features are extracted into the logistic regression model by setting a threshold value.  

3. Evaluate the modeling effect of the training and test sets using the AUC value. 
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3.2.2.  Logistic Regression Model Results 

Firstly, a total of 83 features including users, merchants, merchant-users, and merchant influence after 

feature cleaning are used to train the LightGBM model, the top 50 features are selected, and the features in the 

training and test sets are normalized into the logistic regression model, and different positive and negative 

sample ratios are selected to see the impact on the AUC results of the test set. 

Secondly, in order to measure the influence of merchant's market position on the model prediction, 17 

features that measure the influence of merchant's market position are excluded, and 66 features in three 

dimensions, namely, customer itself, merchant itself, and customer-merchant interaction, are left to enter into 

the LightGBM model for training, and the top 50 features are selected, and then entered into the logistic 

regression model after normalization of the data to see the impact on the AUC results of the test set under 

different sample ratios. After normalizing the data, we also enter the logistic regression model to see the AUC 

results of the test set with different sample ratios. 

Finally, by comparing the results of the above two steps, we explore whether the influence of merchant's 

market position has any significant effect on the improvement of prediction accuracy. 
 

Table 4. Logistic regression algorithm results 

Sample proportion of Logistic 

Regression 

The AUC of the test set (include 

influence of merchant status) 

The AUC of the test set (exclude 

influence of merchant status) 

1:3 0.6995 0.6772 

1:5 0.6990 0.6764 

1:10 0.6975 0.6749 

1:14 0.6968 0.6743 

 

By observing the above experimental results, it can be found that regardless of whether the latter 

contains the information of the indicator of the influence of the merchant's market position, the value of AUC 

gradually decreases with the imbalance of the proportion of positive and negative samples, although the effect 

of the decrease is not obvious, but it also verifies the logistic regression model is easy to be disturbed by the 

imbalance of the samples. The AUC value of the test set containing the factor of merchant's market position 

influence is better than that of the AUC without merchant's position influence in all sample proportions, with 

an average of 2.2% higher, which indicates that the factor of merchant's market position influence in the logistic 

regression model has an impact on the prediction of repeat purchase behavior. 

 

 

Figure 7. The AUC of Logistic Regression Test Set 

 

3.3. Xgboost Algorithm 

3.3.1.  Xgboost Algorithm Parameter Settings 

This experiment is based on sklearn library, the following table shows the main parameter settings of 

Xgboost, using the more common parameter settings: 

 

Table 5. Xgboost Algorithm Parameter Settings 

Parameter item Parameter Description Selected value in this article 

learning rate Learning rate 0.1 

min_child_weight Minimum leaf node sample weight 1 

max_depth Maximum depth of tree 5 

max_leaf_nodes Maximum number of nodes default 

gamma Minimum loss function drop value 0 

0,66

0,67

0,68

0,69

0,70

0,71

01:03 01:05 01:10 01:14

The AUC of Logistic regression test set

The AUC of the test set (include influence of merchant status)

The AUC of the test set (exclude influence of merchant status)
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Parameter item Parameter Description Selected value in this article 

subsample Random sampling ratio 0.8 

colsample_bytree Proportion of randomly sampled columns 0.8 

alpha L1 1 

scale_pos_weight Handle sample imbalance terms 1 

 

After the common parameter settings, the training set is modeled using the five-fold cross-validation 

method, in which the number of ideal regression trees is 112, which is determined after determining the learning 

rate of 0.1, using the "cv" function in Xgboost, and using cross-validation in each iteration, and the AUC of 

the training set reaches 0.799, as shown in the following figure. The AUC of the training set is 0.799, as shown 

in the figure below: 

 

 

Figure 8. Xgboost Feature Importance Ranking 
 

3.3.2.  Xgboost Model Results 

The Xgboost algorithm uses the parameters selected in the previous section, the main idea is: divide the 

training samples into four sample sets with different positive and negative ratios, use all features (83) versus 

some of the features that do not include the influence of the merchant's market position (66), and finally view 

their prediction effect on the test set, the results are shown in the following table: 

 

Table 6. Xgboost Algorithm Results 

Sample proportion of Xgboost 

Algorithm 

The AUC of the test set (include 

influence of merchant status) 

The AUC of the test set (exclude 

influence of merchant status) 

1:3 0.7246 0.7127 

1:5 0.7273 0.7129 

1:10 0.7264 0.7147 

1:14 0.7281 0.7159 

 

As can be observed in the figure below, the AUC of the test set with merchant status influence is, on 

average, 1.2% higher than the AUC of the test set without merchant status influence for the four different 

sample proportion scenarios. The difference between the results of the models in these two test sets is not very 

obvious, indicating that the Xgboost algorithm is not very sensitive to the sample imbalance problem, but in 

comparison, the best prediction results are obtained for the model with 1:14 samples containing the influence 

of the merchant's status, and the best prediction results are obtained for the model with 1:10 samples not 

containing the influence of the merchant's status. 
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Figure 9. The AUC of Xgboost Test Set 
 

3.4. LightGBM Algorithm 

3.4.1. LightGBM Parameter Settings 

 

Table 7. LightGBM Parameter Settings 

 

The LightGBM model is also constructed using 50% discounted cross-validation on the training set, 

and the optimal ideal decision tree is 156, the AUC on the training set reaches 0.815, which is better than 

Xgboost, and the feature importance is evaluated, and the results are shown in the following figure: 

 

 

Figure 10. LightGBM Feature Importance Ranking 

 

3.4.2.  LightGBM Modeling Results 

The LightGBM algorithm adopts the parameters selected in the previous section, the main idea is to use 

all the features (83) and part of the features (66) that do not include the influence of merchant's market position 

in four sample sets with different positive and negative ratios, and finally compare the experimental results of 

0,71

0,71

0,72

0,72

0,73

0,73

01:03 01:05 01:10 01:14

The AUC of  Xgboost test set

The AUC of the test set (include influence of merchant status)

The AUC of the test set (exclude influence of merchant status)

Parameter item Parameter Description Selected value in this article 

max_depth Maximum depth of tree 5 

max_bin Feature The maximum number of bins that will be stored Default 

num_leaves The value should be <=2^(max_depth) 30 

min_data_in_leaf Minimum amount of data in a leaf Default 

colsample_bytree 
Control the proportion of randomly sampled columns for 

each regression tree 
0.8 

subsample Control the proportion of random sampling for each tree 0.8 

lambda Specify regularization Default 

min_gain_to_split Describes the minimum gain of the split Default 
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the four single models with different sample ratios to see which model is the most effective, and to validate the 

validity of the innovations in this paper through empirical evidence, i.e., to investigate the influence of 

merchant's market position on the research. That is, the necessity of studying merchant market position 

influence to study user repurchase behavior, the detailed results are shown in the following table: 
 

Table 8. LightGBM Algorithm Results 

Sample proportion of  

LightGBM Algorithm 

The AUC of the test set (include 

influence of merchant status) 

The AUC of the test set (exclude 

influence of merchant status) 

1:3 0.7397 0.7286 

1:5 0.7402 0.7285 

1:10 0.7382 0.7276 

1:14 0.7411 0.7294 

 

It can be observed from the figure below that, in the case of four different sample proportions, the AUC 

of the test set containing the influence of the merchant's status is on average 1.1% higher than that of the test 

set without the influence of the merchant's status, which verifies the validity of the innovation points in this 

paper. The difference between the AUC values of several models in these two test sets is not very obvious, 

which shows that the LightGBM algorithm is not sensitive to the sample imbalance problem, but comparatively 

speaking, no matter whether it contains the indicator of merchant's status influence or not, the prediction effect 

of the sample ratio of 1:14 is the best. 

 

 

Figure 11. The AUC of the LightGBM Test Set 
 

3.5. Comparison and analysis of single model results 

The predictive effects between single models are first compared. Starting from the result analysis 

according to whether or not the merchant status influence is included, four different models are trained through 

four data sets with different sample ratios: 1:3, 1:5, 1:10, and 1:14. As shown in the figure below, the three 

lines in the figure represent the different performances of Logistic Regression, Xgboost, and LightGBM in the 

two cases respectively. From the figure, it can be seen that the AUC effect of the test set with merchant 

influence is significantly better than that of the test set without merchant influence, and the average prediction 

accuracy is 1%-2% higher, indicating that the influence of merchants has an impact on users' repeat purchase 

behavior. Regardless of whether the feature of merchant influence is included or not, LightGBM's AUC on the 

test set is not much different and has the best performance, while the least effective is the logistic regression 

model. The logistic regression model is the most effective with a sample ratio of 1:3, and its effect decreases 

as the ratio of positive and negative samples gets smaller and smaller; the other three groups are not very 

sensitive to the imbalance between positive and negative sample ratios, and the positive and negative sample 

ratios do not have a great impact on them. 

 

0,72

0,73

0,73

0,74

0,74

0,75

01:03 01:05 01:10 01:14

The AUC of LightGBM test set

The AUC of the test set (include influence of merchant status)

The AUC of the test set (exclude influence of merchant status)
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Figure 12. The Comparison of AUC Result on the Test Set 

 

 

Figure 13. The Comparison of AUC Result on the Test Set (Include Influence of Merchant Status) 
 

 

Figure 14. The Comparison of AUC Result on the Test Set (Exclude Influence of Merchant Status) 

 

Through experiments, it is verified that several other models except Logistic Regression model are not 

sensitive to the problem of imbalance between positive and negative sample ratios, so they are uniformly 

trained in accordance with the sample ratio of 1:14, and the results of their test set are recorded, and the training 

effect of each model on the training set is added, and the results are shown in the table below: 

 

Table 9. All Model Results 

Model 

AUC including merchant status  

influence indicator 

AUC without merchant status  

influence indicator 

Training set Test set Training set Test set 

Logistic Regression 0.736 0.6968 0.713 0.6743 

Xgboost 0.799 0.7281 0.785 0.7159 

LightGBM 0.815 0.7411 0.796 0.7294 

0,6968

0,7281
0,7411

0,6743

0,7159

0,7294

0,64

0,66

0,68

0,7

0,72

0,74

0,76

Logistic Regression Xgboost Lightgbm

The AUC including merchant test set

Merchant(in) Merchant(ex)

0,66

0,68

0,70

0,72

0,74

0,76

01:03 01:05 01:10 01:14

The comparison of AUC result on the test set 

(include influence of merchant status)

Logistic regression  Xgboost Lightgbm

0,64

0,66

0,68

0,70

0,72

0,74

01:03 01:05 01:10 01:14

The comparison of AUC result on the test set 

(exclude influence of merchant status)

Logistic regression  Xgboost Lightgbm
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It can be seen that the LightGBM model performs optimally regardless of whether the test set contains 

merchant influence indicators or not, and the decision tree algorithm based on the histogram algorithm, 

LightGBM, is fast, takes up little memory, and is very suitable for the high-dimensional big data used in this 

paper. Overall, the single model with merchant influence metrics has a higher AUC level than the single model 

without merchant influence metrics by an average of 1%-2%. Important features were then selected based on 

the predictive effectiveness of the single model. Since LightGBM is more effective, the top 10 important 

features are selected based on the feature importance of the LightGBM model to see how important the features 

are. The top 10 features are: 

 

Table 10. LightGBM feature ranking 

LightGBM 

feature ranking 
Corresponding features 

1 Repeat purchase rate at the merchant 

2 User purchase conversion rate 

3 The logarithm of the number of customers followed by the merchant 

4 Purchase conversion rate among similar merchants 

5 Total number of purchases by users 

6 Number of times/total number of times users selected different products 

7 Proportion of clicks among similar merchants 

8 
The number/total number of selections made by users during Double Eleven (promotion 

sensitivity) 

9 The average number of daily selections made by users at the corresponding merchant 

10 Merchant’s Influence Score 

 

From a macro point of view, the information of the merchant has an important role to play in whether 

or not the repurchase occurs at the merchant, i.e.: the merchant's own attributes, as well as the influence of the 

merchant's market position have an important impact on whether or not the user will choose the merchant to 

continue to purchase, and from the micro level to the following several factors are very important: 

(1) In the dimension of the merchant itself: the flow of customers at the merchant, the loyalty of 

customers at the merchant. (2) In the customer dimension: the customer's pickiness, sensitivity to promotions, 

and customer loyalty. (3) In the customer-merchant dimension: the degree of customer interest in the merchant. 

(4) In the merchant market influence dimension: the influence of the merchant's customer traffic, the influence 

of user loyalty and the influence of the merchant among all merchants. 

 

4. CONCLUSION 

 Most consumers have shifted from physical stores to online channels for buying products and services. 

Repeat purchase behavior prediction is to analyze the user's purchase behavior rules based on the user's past 

historical behavior data, and then predict the user's future repeat purchase behavior. It is one of the important 

indicators in the development of online shopping, which directly reflects the user's satisfaction and loyalty to 

the product or service. A high repeat purchase rate means that users are satisfied with the product or service 

and are willing to continue purchasing and using it, which has a positive impact on the company's business 

model and market competitiveness. The repeat purchase behavior prediction can be applied to the 

recommendation system of e-commerce platforms to help merchants identify users with repeat purchase 

intentions, allowing merchants to take more targeted marketing measures and improve user experience, thereby 

allowing users and merchants to establish a lasting and reliable relationship. relationship, prompting users to 

purchase more products, thus bringing huge profits to the e-commerce platform. 

This paper uses real user data disclosed by shopping websites to provide a certain exploration of the 

repurchase phenomenon, and more of a prediction of whether to repurchase. Combined with current 

mainstream machine learning algorithms for modeling analysis. In this paper, we propose to use logistic 

regression, Xgboost, and LightGBM algorithms to construct a single model, and use AUC to evaluate the 

model's effectiveness, and find that LightGBM is the most effective among the single models, and all three 

single models show the same feature, which is that the AUC value of the model containing the merchant's 

influence dimension is 1%-2% higher than that of the one not containing this dimension. Perhaps there is still 

a lot of room for improvement in the model, and continuous optimization and improvement can be considered 

from the following aspects:  

(1) Considering that studying the problem of customers' repeat purchase behavior should not only focus 

on the customers themselves, but the merchants' related information will also have an impact on the customers. 

However, this paper only considers the influence of the merchant's influence on the customer's repeat purchase 

on the basis of the previous work, and future work can start from the information on the interaction behavior 

between the customer and the merchant's similar merchants at the merchant, to dig out richer information. 
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(2) Restricted by the access to data channels, the user behavior time obtained in this paper is measured 

in days, if there are better access channels, it can be accurate to the hours, minutes and seconds will be more 

conducive to the study of user behavior analysis. 
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